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Abstract

A dynamic logic program represents an evolving knowledge
base. Research in the field is dominated by the causal rejec-
tion principle: the conflicting rule from the less preferred pro-
gram is rejected in the case of conflict. Some drawbacks of
the causal rejection principle (irrelevant updates, inconsisten-
cies which cannot be solved according to the causal rejection
principle, disagreement with other fields relevant for updates
of nonmonotonic knowledge bases such as belief revision or
preferences handling) are identified and discussed in the pa-
per. The discussion of those drawbacks pointed out the role
of assumptions and dependencies on assumptions for a care-
ful attitude to the topic. A solution based on a dependency
framework is presented and evaluated in the paper.

Keywords: multidimensional dynamic logic program-
ming, nonmonotonic knowledge base, stable model seman-
tics, belief revision, update, preference, dependency frame-
work.

Introduction
Background. Multidimensional dynamic logic program-
ming (MDyLP) (Alferes et al. 1998; Leite et al. 2001;
Leite 2003; Alferes et al.2005; Banti et al. 2005) con-
tributed to logic-based knowledge representation research
by focusing on dynamic aspects of knowledge. MDyLP
can be considered as a formal model of (evolving) non-
monotonic knowledge bases (NMKB). Evolution of (incom-
plete) knowledge is a key to understanding of nonmonotonic
reasoning. Therefore, a foundational research of the frame-
work proposed by MDyLP is of interest also for other ap-
proaches to non-monotonic reasoning and knowledge repre-
sentation.

Problem. However, there are some drawbacks of the ap-
proach that didn’t attract a sufficient attention until now.
They are connected to the causal rejection principle (CRP),1

which dominates research in the field. We will identify and
discuss

� irrelevant updates,

1If there is a conflict between the heads of rules then reject the
less preferred rule.

� inconsistencies which cannot be solved according to the
causal rejection principle,

� disagreement with other approaches relevant for updates
of NMKB (f.ex. with research in the fields of belief re-
vision or preferences handling, see (Gärdenfors and Rott
1995; Delgrande et al. 2003) and many others).

Proposed solution. Non-monotonic (defeasible, default)
assumptions play a crucial role in non-monotonic reason-
ing. Our analysis of drawbacks of CRP leads to an opinion
that the attention should be moved from conflicts of rules
to conflicts involving assumptions and dependencies on as-
sumptions. A dependency framework is proposed in the pa-
per. Rejection or insertion of rules is avoided; the frame-
work is aiming at a coherent view on a (possibly incoherent)
MDyLP2 by ignoring some dependencies. Our approach is
close to the spirit of answer set programming (thanks to the
stress on sets of assumptions, see ([Konczak et al. 2004;
Novák draft)).

The presented dependency framework evolved from our
Kripkean semantics of MDyLP (Šefránek 2000; Šefránek
2004). It can be said that the Kripkean semantics served
as a scaffold for the proposal of the dependency framework,
which is simpler, more general, has better intuitive and com-
putational properties. We believe that our approach3 con-
tributes to a shift from a discussion of examples and coun-
terexamples to a principle-based approach (see also (Alferes
et al.2005; Banti et al. 2005)) to the updates of NMKB topic.

Contributions. Main contributions of the paper are as fol-
lows:

� some drawbacks of MDyLP, which did not attract a suffi-
cient attention until now are discussed,

� a dependency framework is proposed in which those
drawbacks are overcome,

� a method of constructing a coherent semantic view on a
set of dependencies is presented,

2We use the shorthand MDyLP both for MDyL- programs and
programming. It is hoped that this ambivalence do not cause prob-
lems.

3For a preliminary report see (Hpomola et al. 2005).



� properties of the semantics based on dependencies on as-
sumptions are discussed.

Roadmap. First basic definitions relevant for understand-
ing MDyLP are recapped. Then the dependency framework
is introduced. After that we analyze solutions of conflicts
between dependencies. Postulates specifying solutions of
conflicts are introduced. Next, drawbacks caused by the
principle of causal rejection are analyzed. Semantics of
logic program updates based on the dependency framework
is described. Finally, our approach is evaluated, contribu-
tions are summarized and open problems characterized.

Multidimensional dynamic logic programming
Let

�
be a set of atoms. The set of literals is defined as������� �	��

��� ��������� ���

. Literals of the form
��� ���

,
where

��� �
are called subjective (

��� �
is intended as de-

fault negation). Notation: ����� � � 
!��� �"�$#%�$� ���
. A

convention:
��� � ��� �&�'���

. If ( is a set of literals then��� � ( � 
!��� ��)*#+)*� ( �
.

A rule is each expression of the form
)-,.)0/21435343617)98

,
where :<;>= ,

)�1?)9@
are literals. If A is a rule of the form

as above, then
)

is denoted by B�CEDGFIH A+J and

 )0/K1435343417)98 �

by � � FML�HNA+J . A finite set of rules is called generalized logic
program (program hereafter).

The set of conflicting literals is defined as O�PRQ �
 H )S/M1?)UT J #')�/V� ��� �W)UT �
. Two rules A /+1 A T are called

conflicting, if BXCEDGFYHNA / J and BXCEDGFIHNA T J are conflicting liter-
als. Notation: A /-Z A T . A set of literals [ is consis-
tent if it does not contain a pair of conflicting literals, i.e.H\[^]_[RJY`^OSPRQ �-a

. An interpretation is a consistent set
of literals. A total interpretation is an interpretation b such
that for each atom

�
either

�c� b or
��� �0�'� b . Let b be

an interpretation. Then b�d � be`f����� � .
A literal is satisfied in an interpretation b iff

)*� b . A set
of literals [ is satisfied in b iff [hg*b .

The basic semantic concepts introduced by (Alferes et al.
1998; Leite et al. 2001; Leite 2003; Alferes et al.2005) are
recapped below.

Definition 1 ((Alferes et al. 1998)) A total interpretation [
is a stable model of a program i iff

[ �kj CED2l � H\i � [ d J 1
where i � [Sd is considered as a Horn theory and

j C7DMl � H i �
[SdmJ is the least model of the theory. A program is coherent
iff it has a stable model. n
Definition 2 ((Leite et al. 2001)) A multidimensional dy-
namic logic program (also multiprogram hereafter) is a pairop� H q 1?r J , where

rs� Hut 17v J is an acyclic digraph,# t # ;>w , and q � 
 i @��RxW� t �
is a set of (generalized

logic) programs.
We denote by

xzy|{
that there is a path from

x
to

{
andxU}~{

means that
xUy�{

or
x���{

. If
x

and
{

are incomparable
w.r.t.

}
, it is denoted by � . If

x�y�{
, we say that i%� is more

preferred than i @
(we denote it by i @ y i � with a little

abuse of
y

). n

If
r

is a path, we speak about dynamic logic program. If
o

is a multiprogram then
�

is the set of all atoms occurring in� �6�
� i�� and for each i @�� q an interpretation of i @
is a

consistent subset of
�^����� � �

.

Definition 3 (Dynamic stable model, (Leite et al. 2001))
Let

o
be a multiprogram. A total interpretation � is called

dynamic stable model of
o

iff

� �|j CED2l � H
�@ �
� i @���� CN��H o�1 ��J�J ��� C\�mH o�1 ��J?J 1 (1)

where
� C ��H o�1 ��J � 
 A � i @f#0� AM� � iI�^H xfy>{!1 A Z

A2� 1 � # � � � F+L�H AM��J?J � and
� C �mH o�1 ��J � 
!��� �&�$#%��� A ��@ �
� i @ H �	� B�CEDGFIH A+J 1 � # � � � FML�HNA+J?J � . n

Refined dynamic stable model is defined in (Alferes et
al.2005) similarly, with only a little difference – conditionx<}�{

is used in the definition of rejected rules instead
of

x�y'{
. We will use for that modified concept notation� C �G��H o�1 ��J ). The set of all refined dynamic stable models

of
o

is denoted by
� � ����H o J . Troubles with tautological

and cyclic updates of dynamic logic programs are overcome
in refined semantics. However, the refined semantics for the
general case of multiprograms is not known. The well sup-
ported semantics of multiprograms is defined in (Banti et al.
2005), in order to improve the behaviour of semantics based
on CRP. The well supported semantics for MDyLP coincides
with the refined one on dynamic logic programs.

We will use refined semantics in the analysis of exam-
ples, which contain elementary dynamic logic programs of
the form � i 1��&�

, where i y �
. i can be viewed as an

original program and
�

as an updating program. We have
chosen the most simple case in order to be comprehensible,
but the analysis of examples is relevant for CRP in general.

Dependency framework
A specification of a semantics of multiprograms in terms
of dependencies and assumptions is presented in this paper.
Our approach is aiming at overcoming some drawbacks of
semantics based on the causal rejection principle. The basic
features of proposed dependency framework are described
in this section.4

Two notions of dependency relation are going to be de-
fined. First, a more general one and second, a dependency
relation generated by a program.

Definition 4 (Dependency relation) A dependency rela-
tion is a set of pairs


 H )01E¡ J #M)*�V�����
,
¡ g �����61?)	¢�f¡ �

.
A literal

)
depends on a set of literals

¡
,
)�¢�h¡

, with
respect to a program i (

)k£h¤	¡
) iff there is a sequence

of rules �NA / 153435361 A 8 �
, :¥;�¦ , and

� B�C7D!F�HNA 8 J �§)
,

4We could choose between two policies. The first one begins
with a motivation and then provides a formal framework. The sec-
ond one, to the contrary, uses the formal framework for an analysis
of motivating examples. We prefer the second one in this paper.
Motivation for our framework is detailed later.



�
¡p# � � � FML�HNA / J ,

� for each
x
, ¦�� x�� : ,

¡ ��
 B�CEDGFIH A / J 143534341 BXCEDGFIHNA @ J � # �
� � FML�HNA @�� / J .
It is said that the dependency relation

£ ¤
is generated by

the program i . n
Notice that a literal cannot depend on itself (also in a context
of other literals). The dependency relation

£ ¤
cannot be

identified with derivability from i . If i � 
�� ,	� �
then� £ ¤ 
 � �

, but
�

is not derivable from i .

Definition 5 (Closure property) A closure operator O j
as-

signs the set of all pairs

 H )017¡ J #�)-£ ¡�
 H ��� H )|£�
����) � � � � ¡ H ) � £ ¡ J�J?J � to a dependency relation£

.
A dependency relation

£
has the closure property iff��� H £ J �&£

. n
Notice that

£ ¤
has the closure property.

Proposition 6 Let i be a program. Then
��� H £ ¤ J �&£ ¤

.

Proof sketch: Suppose that
)h£h¤���1���) � �_� � ¡ ) � £ ¤¡

. Consider a sequence of rules, satisfying the conditions
of Definition 4 such that each

) � �h� � ¡
is derived from¡

. Concatenate a sequence deriving
)

from
�

. We have
proved

) £�¤�¡
, n

Example 7 Let i be 
�� , ��� ���
� , ��� � �
� , �
� , � �

It holds that
� £ ¤ 
!��� ��� �

,
�¥£ ¤ 
!��� � ���

, � £ ¤ 
����
,� £�¤ 
 � �

, � £�¤ 

��� ��� �
,

� £ ¤ 

��� � ���
, but also� £�¤ 

��� ���21 ��� � � �

,
� £ ¤ 
!��� � � 1 ��� � � � or

� £ ¤
!��� � � 1 ��� � � 1 ��� � � �
etc. We can see that some dependen-

cies of
)

on
¡

are of crucial interest, namely those, where¡ g§�����N� and
¡

generates (or contributes to a generation)
of a stable model. n

We have seen in Example 7 that dependencies on subjec-
tive literals are crucial from the viewpoint of stable seman-
tics. Therefore the role of (default) assumptions is empha-
sized.

Definition 8 (SSOA, TSSOA) � L g �����N� is called a
sound set of assumptions (SSOA) with respect to the depen-
dency relation

£
iff the set

O ��� H�� L J � 
 ) � )Ux ��#M)�£ �&L �9� � L
is non-empty and consistent.

It is said that � L , a SSOA, is total (TSSOA) iff for each��� �
holds either

��� O � � H�� L J or
��� ����� O � � H � L J .n

Example 9 Let
£

be

 H � 1 

��� � � � J 1 H ��� � � 1 
!��� � � � J � .

There is no TSSOA w.r.t.
£

. Both

!��� � � � and



��� � � �
are SSOAs w.r.t.

£
.

An important remark: updates of conflicting multipro-
grams can be viewed as a construction of TSSOAs from
SSOAs while ignoring some dependencies. n

Next theorem shows that the dependency framework is
relevant from the stable (answer set) semantics point of view.

Theorem 10 ( is a TSSOA w.r.t.
£h¤

iff !#" �%$ H (_J is a
stable model of i .

Let [ be a stable model of i . Then there is ( g������N� , a
TSSOA w.r..t.

£ ¤
s.t. [ � O ��� $ H (_J . n

Semantics based on assumptions and dependencies.
Consider two mappings & 1 &�� . Let & assigns to each pro-
gram i the set of all its stable models. Let & � assigns to
each program i the set of all TSSOAs w.r.t.

£h¤
. We have

seen in Theorem 10 that (the semantics characterized by) &
is equivalent to (the semantics characterized by) & � . So, we
can speak about a semantics based on assumptions and de-
pendencies.

Dependencies in a multiprogram. We intend to use our
framework for handling conflicting dependencies in a multi-
program. Note that dependencies in a multiprogram are well
defined:

Proposition 11 Let
o

be a multiprogram. Then
£('*),+.- ¤ )

is well defined. It holds

�@ �
�
£�¤ ) g £/'0),+.- ¤ ) 1

but the converse inclusion does not hold. n
We are going to introduce an approach (and some con-

cepts) which enables to handle conflicts involving depen-
dencies and assumptions.

Conflicts, solutions, postulates
There are essentially two possible sources of incoherence in
a (multi)program

o
:

1. two conflicting literals depend on a set of literals;

2. a literal
)

depends on a set of literals
¡

and
��� ��) �¡

; dependencies on subjective literals are crucial in our
framework, so we are focused only on the case that

)
is

an atom.

Definition 12 Let
£

be a dependency relation. It is said
that

£
contains a conflict ! (where ! g £

) iff for some��� �
is ! � 
 H �"121 J 1 H ��� ���"131 J #41 g ����� � �

or ! �
 H � 121 J #51 g§�����N� 1 ��� �m�|�61 �
. n

We are interested in solving conflicts between dependen-
cies generated by multiprograms. It is assumed here that the
preference relation on programs is preserved also for corre-
sponding dependency relations, i.e. if i @

is more preferred
than i � then

£ ¤ )
is more preferred than

£h¤87
.



Definition 13 Let
o

be a multiprogram and ! g £ '0),+.-
be

a conflict.
It is said that a set of dependencies

�
is a solution of the

conflict ! iff ! ¢g O j H � @ �
� £ ¤ ) � � J . � is called minimal
iff there is no proper subset of

�
which is a solution of ! .

Let
�

and
� � be minimal solutions of ! . It is said that

� �
is more suitable than

�
iff there is an injection � ��� ����� �

such that
� � ��� ��H?H � �%£ ¤ 7 � �%H � J �%£ ¤ ) J
	 {V}<x J . If

the cardinality of
�

and
� � is the same then for at least one� ��� � holds

{Wy x
.

A minimal solution
�

of a conflict ! is called good solu-
tion iff there is no more suitable solution of ! . n

Some comments to the definition: A solution of a conflict
is focused on dependencies generated by a single program.
Only elementary pieces of a chain of dependencies (depen-
dencies from some

£ ¤ )
,

x¥� t ) are ignored.5 It is more
suitable to ignore less preferred dependencies. Good solu-
tions consist of minimally preferred dependencies and the
principle of minimal change is obeyed. Note that in general
there are different good solutions of a conflict. Another ap-
proach to alternative solutions of a conflict is presented in
(Šefránek 2006a).

Our attention is focused also on conflicting assumptions.
First a notion of falsified assumptions is defined. It is used
in the analysis of Example 18.

Definition 14 An assumption
��� ���

, where
��� �

, is fal-
sified in a dependency relation

£
iff

� £ a
,

��� �"� ¢£ a
and

a
is a SSOA w.r.t.

£
.

A set of assumptions � L�g>�����N� is falsified in
£

iff it
contains a literal falsified in

£
. n

We can now proceed to postulates. Our goal is to transfer
the discussion about problems with logic program updates
from examples and counterexamples to some general prin-
ciples.6 Our postulates specify which dependencies should
be ignored (i.e. not considered when creating a coherent
semantic view on a set of dependencies). We believe that
the postulates are clear and can be continually improved, if
needed (note that a translation of many formalisms to the
dependency framework is possible). The construction of a
coherent semantic view on a set of dependencies presented
in this paper satisfies the postulates.

It is supposed in Postulates below that
� a dependency relation

£
is given,

� a finite set � � 
 £"/M143534361�£�8 �
, where

£ @�
 £
, is given,

� an acyclic, transitive and irreflexive preference relation �
on � is defined.

5Our approach does not reject or insert some rules. Its ambition
is to provide a coherent view on a (possibly incoherent) MDyLP
(NMKB) by ignoring some dependencies.

6An allied approach is presented in (Alferes et al.2005; Banti
et al. 2005) as regards irrelevant updates (according to our termi-
nology). We discuss the case of irrelevant updates in (Šefr ánek
2006b).

If
£ @ 1�£ � � � and

£ @ � £ � , it is said that
£ � (

£ @
) is

more (less) preferred as
£ @

(
£ � ). Similarly, if

� �%£ � and� � �%£ @
, it is said that

�
(
� � ) is more (less) preferred than

� �
(
�
).

Postulate 1 Let � L be a set of assumptions falsified in
£

.
Then all dependencies of the form

)�£ ¡
, where � L�g ¡

,
are ignored.

Note that Postulate 2 is a generalization of two special
cases (for two kinds of conflicts from Definition 12. The
postulate corresponds partly to the CRP, but it also extends
the possibilities of solving conflicts. Moreover, the general
formulation of Postulate 2 enables also other kinds of so-
lutions of a conflict of the form


 ) / £ ¡�1?) T £ ¡ �
than those enabled by CRP, see Example 20 (we empha-
size that bridging the gap between belief revision commu-
nity and dynamic logic programming community is enabled
as a consequence). Postulate 2 admits non-determinism: al-
ternative good solutions of a conflict are possible. This non-
determinism is an appropriate one in the context of stable
model semantics.

Postulate 2 Let ! be a conflict. If there is a set [ of good
solutions of ! , then one

�>� [ is selected and ignored.

Finally, the last postulate is introduced below. The pos-
tulate enables to distinguish more preferred TSSOAs (stable
models) in order to be able solve the problems in the style of
prioritized logic programming. Of course, there are different
motivations behind (logic program) updates and preferential
reasoning. On the other hand, multidimensional dynamic
logic programming is aiming at distinguishing various kinds
of preferences (w.r.t. time, agents, hierarchical instances,
domains of knowledge, hierarchy of power, viewpoint etc.
etc.) and we expect that it should (even must) be able also
to select more preferred stable models in the style of prior-
itized logic programming. May be, different strategies of
conflict solving along different dimensions in a multipro-
gram are needed (for a more detailed discussion see Exam-
ple 21). We are proposing a first step toward that goal below.
A preference relation on sets of assumptions is defined.

Example 15 If a less preferred program is i � 
�� ,��� � � �
and a more preferred program, its update, is

� �
 ��, ��� � ���
, we get two standard TSSOAs: � L / �
!��� � ���

and �&L T � 
!��� � � �
(and corresponding standard

stable models).
However, we can consider � L /

as more preferred than� L T
. An example from (Delgrande et al. 2003) is discussed

in Example 21. n
We accept that sometimes it is useful also discriminate a

preference relation on (sets of) assumptions. It enables to
gain capabilities of logic programming with preferences in
multidimensional dynamic logic programming, see Example
21.

Definition 16 Let be [�H ��� � � J � 
 x�� t #~� A �
i @ ��� ���k� � � FML�HNA+J � .



Let be
)�1?) � � �����N� . The assumption

)
is preferred at

least as the assumption
) � iff for each maximal

x"� [�H ) ��J
and each maximal

{W� [�H ) J holds either
xU}�{

or
x � {

.)
is more preferred than

) � iff
)

is preferred at least as
) �

and for at least one pair
xE1 {

holds
x9y�{

.
A set of subjective literals [ is more preferred than the set

of subjective literals [R� iff each
) � [ � [�� is preferred at

least as each
) � � [ � � [ and there is an

)|� [ � [ � more
preferred as each

) � � [�� � [ . n
Definition 17 Let

o � H q 1?r J be a multiprogram,
r �

H\t 1?v J , let be
x71��!1 �U� t .

It is said that a set of assumptions �&L is falsified w.r.t.
a more preferred set of assumptions ( and a dependency
relation

�%� C���g £/' )���� ¤ )
iff

� ( is a TSSOA w.r.t.
�Y� C	� ,

� there are
) / � ( and

) T � � L such that
��� �V) T �

O ��

����� HN(�J ,
� ( is not falsified and it is also not falsified w.r.t. some1

and some
�%� C�� � g £ ' )��
� ¤ )

, where
��y �

,
�Y� C	� g�Y� C	� � , 1

is a TSSOA w.r.t.
�Y� C	� � . n

We will use a shorthand “wrt-falsified” supposing that the
corresponding more preferred set of assumptions and the
corresponding dependency relation are implicitly clear or it
does not matter what set of assumptions and what depen-
dency relation are considered.

Finally, the last postulate is introduced for the case, if a
preference relation on sets of assumptions is defined.

Postulate 3 Let � be an acyclic, transitive and irreflexive
preference relation on sets of assumptions. If � L is wrt-
falsified, then all dependencies of the form

)	£ ¡
, where� LWg ¡

, are ignored.

Semantics of multiprograms based on assumptions and
dependencies. We outline now a preliminary characteri-
zation of semantics of a multiprogram (in our dependency
framework). The semantics is characterized by a map-
ping from a multiprogram

o
to a set of pairs of the formH �&L 1��Y� C	�0J , where

�Y� C	� g £/'0),+.- ¤ )
and � L is a TSSOA

w.r.t.
�Y� C	� . It means that our semantics is looking for a

conflict-free subset of
£ ' ),+.- ¤ )

and for a reasonable set of
assumptions (while Postulates 1 – 3 are satisfied). Technical
details of the semantics are motivated and elaborated below.

Semantics based on rejection of rules
We will point out some drawbacks of semantics based on re-
jection of rules in this section. Only examples of the form� i 1��&�

, where i y��
, are used (with the only exception).

Refined dynamic stable model semantics is used in the anal-
ysis of the examples, but our arguments are applicable to
any semantics focused only on conflicts between the heads
of rules (hence, also to the general multiprograms).

We are proceeding to an example illustrating problem of
irrelevant updates.

Example 18 ((Eiter et al. 2002))

i �<x�� x�� ������� ��� , x�� x�� A � x " x "��x�� x�� A � x " x "�� ,�k� ��� ��x�� x�� A � x " x "�� , ��� ��x�� x�� ������� ���
� � ���	H��\i 1E�&� J � 
G

��� �%x�� x�� A � x " x "�� 1 ��� �mx � x�� ��� ��� ��� � 1
 x�� x�� A � x " x "�� 1�x�� x�� ������� ��� �G�

.
Notice that

x�� x�� A � x " x "�� £�¤"!$# 
!��� �fx�� x�� ������� ��� �
,��� �ex�� x�� A � x " x "�� £�¤"!$# 

��� �ex�� x�� ������� ��� �

, but the as-
sumption

��� �Rx�� x�� �	� ��� �
�
is falsified in

£ ¤%!$#
because ofx � x�� ��� ��� �
� £ ¤"!$#�a

. Information given by
�

do not over-
ride the information of i (which is based on the empty set of
assumptions). The only TSSOA w.r.t.

£ ¤"!$#
is

a
. Consider

Postulate 1.
Irrelevant updates are analyzed in a more detail in

(Šefránek 2006b).
In general, troubles with all semantics based on rejection

of rules are caused also by a too free choice of an interpre-
tation involved in the fixpoint condition (1). We mean an in-
terpretation containing falsified assumptions (default nega-
tions). Interpretations generated by falsified assumptions do
not provide an appropriate candidate for a semantic charac-
terization of a multiprogram. A remark is in place: conflicts
involving assumptions did not attract an adequate attention
until now. n

Incompleteness of updates based on CRP is illustrated by
the next example.

Example 19 7

i � 
 � �'& � x�& " ��,)( � " x��+* �� � 
 ( � " x���*�, ��� � � �'& � x�& " � � 3
There is no conflict between heads of rules. Hence, no

rule can be rejected and the meaning of i � �
cannot be

updated according to CRP. However, there is a kind of con-
flict between both programs. i � �

has no stable model, but
both i and

�
are coherent.

There is no clear reason why to solve conflicts between
heads of rules and not to solve other conflicts. Also con-
flicts caused by some assumptions and conflicts between
dependencies on some assumptions are relevant (for non-
monotonic reasoning).

The third postulate of (Katsuno and Mendelzon 1991),
3[KM] hereafter (if both , and - are satisfiable then ,/.0-
is also satisfiable, where , is a knowledge base, - is an up-
date and . is an update operation) cannot be satisfied by a
semantics focused only on rejection of rules with conflicting
heads. n

We propose to ignore less preferred dependencies in order
to cut off a dependency of an atom

�
on the assumptions

containing
��� ���

.8

7This is a variant of an example from (Pereira and Pinto 2005).
8We do not exclude that reasoning based on reduction ad absurd

(Pereira and Pinto 2005) is useful for knowledge based systems.
However, we prefer here constructive mode of reasoning and a kind
of compatibility with answer set programming paradigm.



Another of the drawbacks is that CRP is not able to rec-
ognize alternative solutions of a given inconsistency (note a
striking difference w.r.t. the belief revision research).

Example 20 9

i � 
�� ,��3��, � ��� 

��� � � , � �
� C �!��H��\i 1E�&�61 
!��� � � 13� � J � 
�� , �

and� � ���kH�� i 1��&� J � 
G

��� � � 1 � �G�
. However, it is not

clear why
� ,

can be rejected and
� ,

cannot be rejected.
There are two (if we respect the preference relation)
maximal coherent subsets of incoherent i � �

and two
corresponding stable models – besides


!��� � � 13� �
also
!��� �*�21 ���

.
Alternative solutions of this conflict using nonmono-

tonic integrity constraints are proposed in (Šefránek 2006a).
However, notice that the more general formulation of Pos-
tulate 2 in present paper enables alternative solutions, too.n

Let us proceed to logic programs with preferences. Note
that there is a trivial correspondence between prioritized
logic programs and multidimensional dynamic logic pro-
grams. Consider first static preferences (on rules). Let a
MDyLP

o
be given. If i @ y i � then for each A � i @

and
each AM� � i � holds A y AM� . Otherwise, rules are incompara-
ble.

Conversely, let a prioritized logic program be given as a
pair H 
 A @ #�x&� b � 14y J . The corresponding MDyLP we ob-
tain as a set of programs (singletons) i @ � 
 A @ � preservingy

: i @�y iI� iff A @�y A6� .
If preference relation is a dynamic one, then a dynamic

preference relation on programs is needed. A possibility of
such extension of MDyLP is supposed (f.ex. in (Alferes et
al. 1998)), but we are not aware of a realization of the pos-
sibility. However, it is feasible and straightforward.

Example 21 10 i / � 
 � , ��� � � � 1 i T � 
�� , � 1 i�� �
 ��, � 1 ��� � � � ; i / y i � , i / �9i T ��i � .� � ���kH�� i 1��&� J � 
G
�� 1 �21 ��� � � � 1 
�� 1 � 1 ��� �*� �G�
. There are

no conflicting rules in this multiprogram, hence no rule can
be rejected.

The more preferred model (not only) according to (Del-
grande et al. 2003) is


�� 13�M1 ��� � � � .
Suppose now that �&L / � 
!��� � � � is more preferred than� L T � 
!��� ��� �

. Hence, “it is not known
�
” seems not to be

a reasonable assumption and we can consider it as falsified
by the more preferred set of assumptions.

In technical terms introduced in Definition 16:[�H ��� � � J � 
 ¦ �
and [�H ��� � � J � 
��X�

, hence
��� � �

is more preferred than
��� � �

. Further,


��� � � � is a TSSOA

w.r.t.
£ ¤���! ¤	� ! ¤	


, it is neither falsified nor wrt-falsified and
finally,

� � O � � $ ��� $ �
� $ 
 H 
!��� � � � J . Therefore,

!��� � � �

is
falsified w.r.t.


!��� � � � and
£ ¤�� ! ¤	� ! ¤	


.

9This example is due to Martin Bal áž. More thorough discus-
sion of this Example is in (Šefr ánek 2006a).

10This is an adapted version of an example from (Delgrande et
al. 2003). For a more thorough discussion see (Šefr ánek 2006a).

There is an intuitive difference between updates and pref-
erences (see (Alferes and Pereira 2000)). However, the mul-
tidimensional approach of MDyLP should represent also
preferential reasoning. May be, different strategies for dif-
ferent dimensions are needed. Moreover, there are some
problems with very notion of update, if default negations
are allowed (even in heads of rules). We will devote a future
research to the topic of updates and revisions of NMKBs. n

A coherent semantic view on a set of
dependencies

We are going to define a reasonable semantic view on a set
of dependencies

£
. The view will be a set of dependencies�Y� C	� , which is

� coherent (in the sense defined below),
� a subset of

£
.

Definition 22 (Coherent dependency relation) A depen-
dency relation

£
is called coherent iff there is a TSSOA

w.r.t.
£

. A dependency relation is called incoherent iff it is
not a coherent one. n
Consequence 23 Let a dependency relation

£
be coherent.

Let � L be a TSSOA w.r.t.
£

. Then there is no ! g £
s.t.! � 
 �c£ � L 1 ��� � �c£ � L #�� � ���

or ! � 
 �'£
� L #M�k� � � ��� ���k� � L �

.

Proof: O � � H �&L
J is consistent. n
In general,

£/'0),+.- ¤ )
can be incoherent. Our approach to

semantics of MDyLP is focused on looking for assumptions
which can serve as TSSOA w.r.t. a corresponding subset of
given dependency relation

£ ' ) + - ¤ )
. Note that more rea-

sonable semantic views on a set of dependencies are possi-
ble (of course, this can be expected – stable model semantics
is at the background of our constructions).

There are different TSSOAs w.r.t. different subsets of£ ¤"!$#
in next example.

Example 24

i � 
!��� ���S, ��� � � �k� 
 ��, ��� � ���� � � , ��� �*� � � , ��� �*� �
� L / � 

��� � ��� 1 � L T � 
!��� � � �

,
�Y� C	� /<� O j H?H £�¤� £ # J � 

��� �*��£ ¤ 
!��� � ���G� J 1 �%� C�� T � O j H?H £ ¤ � £ #

J � 
!��� � � £ ¤ 

��� �*� �!� J .�%� C�� /
is coherent ( � L /

is a TSSOA w.r.t.
�Y� C	� /

) and
also

�%� C�� T
is coherent ( �&L T

is a TSSOA w.r.t.
�%� C�� T

) n
We are aiming to construct all possible dependency

(sub)relations which are coherent (w.r.t. a TSSOA), see Ex-
ample 24. Note that also coherent dependency relations can
be revised (until we obtain all possible pairs of the formH�� 1 �Y� C	�0J , where � is a TSSOA w.r.t.

�%� C�� . Hence, we
are aiming to solve conflicts connected to some subsets of����� � .



Definition 25 If
1 g �����N� is fixed and ! g £

be a con-
flict (i.e. ! � 
 H � 121 J 1 H ��� �*�"131 J # 1 g.�����N� �

or! � 
 H �"121 J #*1 g ����� � 1 ��� ��� � 1 �
), then it is said

that ! is a conflict of
1

. n
If we are looking for coherent subsets of a dependency re-

lation, we are focused on solving conflicts of candidates for
TSSOAs. Pairs of assumptions and dependencies are rele-
vant for our semantics of dynamic logic programs.

We will describe a construction of a coherent dependency
relation from an incoherent

£ '*) + - ¤ )
. The constructed re-

lation represents – in a sense – a coherent semantic view on
an incoherent multiprogram. We present a nondeterminis-
tic algorithm which iteratively finds preferred minimal so-
lutions of conflicts in

£ '*) + -
and simultaneously constructs

TSSOAs, see Figure 1. The algorithm iteratively solves con-
flicts and modifies assumptions. Observe that Postulates of
Section Conflicts, solutions, postulates are obeyed in the al-
gorithm.

Let describe the behaviour of the algorithm. It is assumed
that there is a set � containing pairs of the form H�� 1 �Y� C	�0J ,
where � are assumptions and

�Y� C	� is a dependency rela-
tion. � is neither falsified in

£ ' ),+.- ¤ )
(nor falsified w.r.t.

a more preferred set of assumptions, if a preference rela-
tion on sets of assumptions is accepted). Initially,

�Y� C	� is£/' ),+.- ¤ )
.

If � is a TSSOA w.r.t.
�Y� C	� , the task is done. Otherwise,

conflicts are solved in a REPEAT – UNTIL cycle. First a set
of all good solutions of a conflict is identified. For each good
solution a coherent view

�%� C�� @
is computed. Only the first

computed view is processed, alternative views are collected
in � .

The value of variable
x

is = after the for each-cycle, if there
is no solution of the conflict and the computation failed. If
� is not a TSSOA and the conflict has been solved in the
current run of the REPEAT-UNTIL cycle and if there are no
more conflicts in current

�%� C�� �
then O � 

��� ��� H ��J is con-

sistent but not complete and the cycle is finished in the next
run because of

xe� = . Otherwise, � is a TSSOA w.r.t. the
computed

�Y� C	� � .
We have to overcome the final complication before pro-

ceeding to the semantic characterization of multiprograms.
It is proposed to accept minimal sets of assumptions. Let a
multiprogram

o
be given. If

1
and

1 � are TSSOAs w.r.t.�Y� C	� 1 �%� C�� � g £ ' ) + - ¤ )
, respectively, and

1 
 1 � , then
only

1
is selected as a proper semantic characterization ofo

. See next Example as an illustration.

Example 26 11

i � 
�� , ��� � � �k� 

��� � � , ��� �0� �
�S, ���

� L / � 
!��� � � � ,
� £�¤"!$# � L / 13�_£ ¤"!$# �&L /

. �&L T �
!��� � � 1 ��� � � �
,

�%� C�� T � O j H�H £ ¤ � £ # J � 
�� £ ¤
!��� � � �G�
.

11This Example is proposed by J.Leite.

INPUT: a pair H�� 1 �Y� C	�0J from � , where � g �����N� ,�Y� C	�§g £/' ),+.- ¤ )
OUTPUT: a pair H � 1��Y� C	� � J , where � is a TSSOA w.r.t.�Y� C	� � or the decision that it is not possible to construct an
TSSOA from �
begin

if � is a TSSOA w.r.t.
�Y� C	� then RETURN H�� 1 �%� C���J

fi�%� C�� � � � �%� C��
REPEAT

if
�%� C�� � contains a conflict ! of � then
SELECT the set q of all

�
, good solutions of !

fixU� � = ;
for each

�>� q doxR� �<x�� ¦ ;
�Y� C	� �@ � � O j H �%� C�� � � � J

if
x�� ¦ then � � � � � H�� �@ 1��Y� C	� �@ J fi;�Y� C	� � � � �Y� C	� � /

od
if

x�� = then FAILURE := true
else FAILURE := false fi

UNTIL � is a TSSOA w.r.t.
�Y� C	� � or FAILURE

if not FAILURE then RETURN H � � 1��Y� C	� � J
else RETURN FAILURE fi

end

Figure 1: Non-deterministic algorithm removing conflicts
and computing TSSOAs

There are two TSSOAs: � L /
w.r.t.

£�¤%!$#
and � L T

w.r.t.�Y� C	� T
. The second one contains more non-monotonic as-

sumptions and we prefer to accept minimal sets of assump-
tions. n
Definition 27 Let

o
be a multiprogram. Let�Y� C	� g £/'0),+.- ¤ )

be coherent and � be a TSSOA
w.r.t.

�Y� C	� .
It is said that � is a good set of assumptions (GSOA) w.r.t.�Y� C	� iff there is no TSSOA � � w.r.t. a

�%� C�� � g £/'*),+.- ¤ )
s.t. ��� 
 � . n
Definition 28 (Semantics of multiprograms) Semantics
of multiprograms is a mapping & from multiprograms
to sets of pairs of the form H�� 1 �%� C���J , where

�%� C�� is a
coherent subset of

£ '�),+.- ¤ )
w.r.t. assumptions � and � is

a GSOA w.r.t.
�Y� C	� . n

We can create canonical programs12 determined by all
GSOAs of a multiprogram.

Definition 29 Let

 � / 143435341 � 8 �

be all GSOAs w.r.t.
 �Y� C	� /M153434341 �Y� C	� 8 �
, respectively, of a multiprogram

o
.

Then a program of the form

 ) , � @ # ) �

O ��

����� ) H�� @ J 1?) ¢� � @�1�x_� ¦ 143435361 : �
is called canonical

12For similar construction see (Nov ák draft; Šefr ánek 2004;
Šefr ánek 2000).



program representing a (maximally) coherent semantic view
on

o
. n

Theorem 30 Let � be a canonical program represent-
ing a multiprogram

o
. The set of all stable mod-

els of � coincide with the set of sets

 O � 

��� � ) H � @ J #

� @
is a GSOA w.r.t.

�%� C�� @ �
Evaluation

Some important properties of the semantics based on depen-
dency framework are presented in this section.

We consider 3[KM] as a criterion of completeness of our
approach: if all programs from a multiprogram are coherent
then a coherent view (on the dependency relation generated
by the programs of multiprogram) is required. Solution of
all conflicts generated by interactions of programs seems to
be a reasonable minimal condition for maintaining coher-
ence of multiprograms. Incoherence of a single program is
a problem of another kind than solution of conflicts between
programs.

An analogy of 3[KM] is satisfied in our dependency
framework. We express it first for the simplest case.

Theorem 31 Let �\i 1E�&�
be a multiprogram. If

£h¤
and

£ #
are coherent then there is also a coherent dependency rela-
tion

�Y� C	�§g £ ¤"!$#
.

Proof: Suppose that there is no � L which is a TSSOA
w.r.t.

£ ¤"!$#
. It means that for each �&L is O � � $ ��� H �&L
J

inconsistent or incomplete. Incompleteness is excluded if
TSSOAs w.r.t.

£ #
or

£�¤
are considered.

Consider � L which is a TSSOA w.r.t.
£ #

and it is not
falsified. We supposed that there is a conflict ! contained in£�¤"!$#

, i.e.
� £�¤"!$# �&L ,

��� ��� £�¤"!$# � L or
� £�¤"!$#

� L ,
��� � � � � L . Of course, the conflict is not caused by£ #

, so there is
� g £ ¤

such that O j H £ ¤"!$# � � J does not
contain ! .

If �&L is falsified: let be ( � 
 � � � # � £ ¤a 1 ��� �0�'� � L �
. It holds for each TSSOA � ���

w.r.t.
£h¤

that ( g�O � ��$ H�� ��� J . If � ���
is falsified w.r.t. a set of

assumptions
1

and
£ ¤"!$#

then there is nothing to prove (
1

is not falsified and it is a TSSOA w.r.t.
£ #

, the situation
can be reduced to that of the previous paragraph).

Hence, assume that � �+�
is not falsified w.r.t. to some

set of assumptions and
£�¤%!$#

. Therefore, only conflicts of
the form


 �c£�¤"!$# � �+�!1 ��� �&� £�¤"!$# � ��� �
have to be

solved (and there is a good solution of such conflicts).
Finally, conflicts removing can be repeated until a coher-

ent subset is reached. n
Consequence 32 Let

o � � o��V143435361 o��E�
be a dynamic

logic program. If each
£ ¤ )

is coherent then there is also
a coherent dependency relation

�Y� C	�§g £(' 7 ¤ 7
.

Conflicts among incomparable programs are not solvable
in a natural way, so for the general case of multiprograms
we accept also the condition that the union of incomparable
programs is coherent.

Theorem 33 Let
o � H q 1?r J be a multiprogram. Let be£ ¤ )

coherent for each
x¥� t . Let 	 be the set of all in-

comparable programs in
o

(i.e., for each i @?1 iI� � 	 1�x ¢�^{
holds

x � {
), let be 
 � 
 xR� t # i @U� 	 �

.
If

£ ' ) +�� ¤ )
is coherent, then there is also a coherent de-

pendency relation
�%� C���g £ ' 7 +.- ¤87

.

Our framework is immune w.r.t. tautological updates.

Proposition 34 (Tautological updates) Let i be a pro-
gram, 
 be a tautology (i.e. BXCEDGF�H�
�J � � � F+L�H�
�J ) and�c� 
 
 �

. Then each GSOA w.r.t.
£h¤"!$#

is a GSOA w.r.t.£ ¤
.

Proof is trivial -
�

does not generate a new dependency. n
Consequence 35 Let

o
be a multiprogram (some of the pro-

grams in q may be empty). Let for each
x�� t there is a

(possibly empty) set of tautologies � @
. Let & H o J be the set

of all GSOAs w.r.t. corresponding
�Y� C	�	g £('0),+.- ¤ )

.
Then the set of all GSOAs w.r.t. the corresponding�Y� C	�§g £/'0),+.- ¤ ) ! � ) is precisely & H o J .
Irrelevant updates (and unsupported cyclic updates, as a

special case) are avoided in our semantics.
Rejection of conflicting rules (according to the dynamic

stable model semantics) is satisfied in the dependency
framework.

Proposition 36 If A � � CN��H o�1 ��J then there is a good so-
lution of conflict ! � 
 B�CEDGFIH A+J £ ¤ ) � 1 ��� � B�CEDGFIH A+J £ ¤ 7
� �

, where
xRy�{

.

Conclusions, discussion, open problems
We summarize main contributions of the paper as follows:

� some drawbacks of CRP, which did not attract a sufficient
attention until now, were discussed,

� a step toward bridging the gap between the research in
dynamic logic programming on the one hand and belief
revision or preferences handling on the other hand is done,

� a dependency framework (close in the spirit to stable
model semantics) has been developed as a basis for an
analysis of conflicts contained in a MDyLP and also for
their solution,

� a semantics of MDyLP based on the dependency frame-
work has been developed,

� a set of postulates governing solution of conflicts is pro-
posed,

� the proposed semantics is immune w.r.t. tautological,
cyclic and irrelevant updates, it is complete (w.r.t 3[KM]),
rejection of conflicting rules is satisfied,

� the semantics uses a construction of a coherent semantic
view on a set of dependencies (a non-deterministic algo-
rithm is presented); the construction respects postulates
expressed in the paper; the semantics avoids drawbacks
analyzed in the paper.



Remarks of technical nature: Only generalized logic pro-
grams are considered in the paper in order to support a sim-
ple discussion of refined dynamic stable semantics (Alferes
et al.2005). However, an extension to generalized extended
logic programs (GELP) is straightforward and will be pre-
sented in a forthcoming paper. Examples with pairs of pro-
grams i and

�
, where

�
is more preferred than i , are used

in order to be as clear and simple as possible. However, the
construction is applicable (and results hold) for the general
case.

Presented approach opens some problems and topics for
our ongoing or future research.

At the first place we would like to mention the problem
of updates of NMKB. Second postulate of (Katsuno and
Mendelzon 1991) cannot be taken literally because of the
presence of default (nonmonotonic) assumptions in NMKB.
We believe that our dependency framework represents a
good starting point for better understanding of updates of
NMKB. Similarly, the relation of updates and revisions in
the framework of NMKB is an open and interesting prob-
lem including a construction of a unified view on update and
revision (revisions of incomplete and imprecise knowledge
about changing world).

We are aiming at a more detailed elaboration of postu-
lates for logic program updates. An evaluation of our Krip-
kean semantics (Šefránek 2000; Šefránek 2004) in terms of
postulates and also an evaluation and comparison of other
frameworks for NMKB and defeasible reasoning (argumen-
tation) in terms of the dependency framework is a topic for
future research. Default negations in heads should be re-
thought. A challenging task is to use different strategies
for conflict solutions along different dimensions in MDyLP.
The relation of our approach to prioritized logic programs
deserves a more detailed attention. A detailed analysis and
comparison of the refined extension principle to irrelevant
updates should be done. Satisfaction of fifth postulate of
(Katsuno and Mendelzon 1991) and existence of a state con-
densing operator of (Leite 2003) in our framework is also an
interesting open problem. We intend to investigate connec-
tions of our approach to other approaches to belief revision
based on a notion of dependency (Darwiche and Pearl 1997;
del Cerro and Herzig 1996) and others. Last, but not least,
computational properties of our semantics have to be stud-
ied. Some of the problems mentioned above are topics of an
ongoing research.
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many discussions about a previous version of the depen-
dency framework.

References

Alferes, J.J., Pereira, L.M.: Reasoning with logic program-
ming. Springer 1996

Alferes, J.J., Leite, J.A., Pereira, L.M., Przymusinska, H.,
Przymusinski, T.C.: Dynamic logic programming. In:
Procs. of KR’98. (1998) 98–109
Alferes, J.J., Pereira, L.M.: Updates and preferences, Proc.
of JELIA 2000. Springer.
Alferes, J.J., Banti, F., Brogi, A., Leite, J.A.: The re-
fined extension principle for semantics of dynamic logic
programming. Studia Logica 1 (2005)
Banti, F., Alferes, J.J., Brogi, A., Hitzler, P.: The well sup-
ported semantics for multidimensional dynamic logic pro-
grams. LPNMR 2005, LNCS 3662, Springer, 356-368
Darwiche, A., Pearl, J.: On the logic of iterated belief revi-
sion. Artificial Intelligence, 89, 1997
del Cerro, L.F., Herzig, A,: Belief change and dependence.
Procs.of TARK VI, Morgan Kaufmann, 1996
Delgrande, J., Schaub, T., Tompits, H.: A Framework
for Compiling Preferences in Logic Programs, Theory and
Practice of Logic Programming 3(2), 2003, pp. 129-187
Eiter, T., Sabbatini, G., Fink, M., Tompits, H.: On proper-
ties of update sequences based on causal rejection. Theory
and Practice of Logic Programming (2002) 711–767
Gärdenfors, P., Rott, H.: Belief revision. In: Handbook
of Logic in Artificial Intelligence and Logic Program-
ming, vol. 4 (Epistemic and Temporal Reasoning), Clare-
don Press. Oxford 1995
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