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Abstract—This paper is aiming at a contribution to the logic
program updates research. A (dynamic) semantics of sequences
of logic programs is presented. The semantics is closely connected
to the answer set semantics. We follow the construction of answer
sets proposed by Dimopoulos and Torres. Solutions of three
kinds of conflicts are added to the construction. After that,
some decisions aiming at a step from inconsistencies handling
to updating, are presented and analyzed. We present also some
postulates characterizing relations between static and dynamic
semantics. Subsequently a comparison to other postulates for
logic program updates is provided. Presented postulates are
satisfied by our dynamic semantics.
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I. INTRODUCTION

Background. Representation of knowledge about dynamic
world is a challenging topic with an impact on real appli-
cations. Recent research in logic program updates is aiming
at understanding of the potential of logic programs to repre-
sent dynamic knowledge. It can be said that the dominating
approach is based on a causal rejection principle, e.g, [12],
[2], [4], [7]. However, also other important types of solutions
should be recalled [14], [18], [5], [17], [19].

Some researchers devoted their attention to principles gov-
erning logic program updates, and/or to an analysis of well-
known postulates for updates [10] from the logic program
updates point of view (e.g. [7], [9], [12]).

Problem. According to [15] handling the evolution of rule
bases is still a largely open problem. There is no generally
accepted and exhaustive set of rationality postulates for logic
program updates. The principle of minimal change is not
satisfied in various approaches to logic program updates.
According to our view among most serious faults of some
approaches to logic program updates belong:

• the third postulate of Katsuno and Mendelzon1 is not
complied with;

• the result of an update is not in general expressible in the
same language as the original program and the updating
program;

• an appearance of irrelevant updates [16] (they should not
change the original program, but they do it).

We believe that a new approach to logic program updates is
needed. Open problems, described above, are addressed in this
paper.

1If the original knowledge base and the updating formula are satisfiable
then also the result of the update is satisfiable.

Goal and proposed solution We intend to present a new
semantics of sequences of logic programs (a dynamic answer
set semantics) and to introduce a set of rationality postulates
for logic program updates. Usually rationality postulates for
revisions or updates are expressed in terms of belief sets
or belief bases, i.e. on a syntactic level. Our postulates are
focused on a semantic level of updates. We believe that after
turning the attention (of dynamic logic programming) from
models to programs [1] and understanding the results of that,
it would be important to look back at the semantic roots
of updates. Our postulates specify relations between static
and dynamic semantics. Answer set semantics plays the role
of the static semantics in this paper. Dynamic semantics is
intended in this paper as an extension of answer set semantics
to sequences of logic programs, which is able to solve conflicts
and to specify updates. Our notion of dynamic answer set
explicitly follows the construction of stable models in [6].

Dynamic answer set semantics and postulates are main
contributions of the paper. Significance of our approach is
outlined by a discussion of postulates and by an analysis
of (un)satisfaction of some postulates by some well known
approaches to logic program updates in Section V.

II. PRELIMINARIES

We assume a propositional language, i.e, a set L of propo-
sitional symbols (atoms). An objective literal is an atom A or
explicit negation ¬A of an atom. If L is an objective literal
(L ∈ Obj ), then not L is called a default literal (notation:
not L ∈ Def ), not is called a default negation and the set of
literals (Lit) is defined as Obj ∪Def . A convention: ¬L = A,
if L is ¬A. A propositional rule is an expression of the form

L← L1, . . . , Lk, (1)

where k ≥ 0 and L ∈ Obj , Li ∈ Lit . The left (right) side
of the rule r of the form (1) is called the head (body) of the
rule, and denoted by head(r) (body(r)). We will consider also
integrity constraints (the rules with empty heads).

A propositional extended logic program (program hereafter)
is a finite set of expressions of the form (1). If all atoms, used
in a program P , are from a language L, we will say that P
is over L.

The set of conflicting literals is defined as CON =
{(L1, L2) | L1 = not L2 ∨L1 = ¬L2}. A set of literals S is
consistent if it does not contain a pair of conflicting literals,
i.e., (S × S) ∩ CON = ∅. An interpretation is a consistent
set of literals. A total interpretation is an interpretation I such
that for each L ∈ Obj either L ∈ I or not L ∈ I .
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A literal is satisfied in an interpretation I iff L ∈ I . A set
of literals S is satisfied in I iff S ⊆ I . A rule r is satisfied
in I , if head(r) ∈ I whenever body(r) ⊆ I . A program P is
satisfied in I , if each r ∈ P is satisfied in I . An interpretation,
which satisfies a program P , is called a model of P .

Let S be a set of literals. Then S+ = S∩Obj and S− = S∩
Def . Let r+ be head(r)← (body(r))+. A total interpretation
S is an answer set of a program P , if S+ is a minimal model
of {r+ | r ∈ P, (body(r))− ⊆ S}. S is an interpretation,
hence we consider only consistent answer sets. A convention:
we will specify in examples usually only S+ when speaking
about an answer set S of a given logic program. The set of
all answer sets of a program P is denoted by AS (P ).

It is said, that a program P is coherent, if AS (P ) 6= ∅.
Otherwise it is incoherent.

III. DYNAMIC SEMANTICS

In this section a new semantics of sequences of logic
programs is introduced. We follow a general non-monotonic
semantic framework, which emphasize the role of
• (non-monotonic, defeasible) assumptions,
• dependencies on assumptions,
• and sets of accepted literals, dependent on assumptions.

An important representative of such framework is [6].
A formal construction of such a framework for a general

non-monotonic knowledge bases is possible, however, we are
going to build it for a special case, for the language of extended
logic programs. We follow the approach of Dimopoulos and
Torres [6], their definition of answer set (stable model) and
we will try to adapt their approach to a construction of a
(dynamic) semantics of sequences of logic programs, which
conforms to the answer set semantics of logic programs.

Our construction consists of three steps. First we will adapt
some basic definitions from [6] to the language of extended
logic programs. The second step is focused on the case when
the set of literals, dependent on assumptions is inconsistent.
We define three kinds of conflicts, solution of conflicts and
solutions based on a preference relation. Dynamic answer
sets are defined at the third step after a presentation of
our design decisions aiming at distinguishing updates from
conflicts handling.

A. Dependencies on assumptions

An assumption is in [6] a default literal. A set of assump-
tions ∆ is called a hypothesis. ∆;P

is a set of objective
literals, dependent on ∆ w.r.t. a program (set of rules) P ,
here is a precise definition:

Let ∆, a hypothesis be given. P∆ is the set of all rules from
P , where elements from ∆ are deleted from the bodies of the
rules and P+

∆ is obtained from P∆ by deleting all rules r with
bodies containing assumptions.

Then ∆;P

= {L ∈ Obj | P+
∆ |= L}, where P+

∆ is consid-
ered as a definite logic program with explicitly negated atoms
as new symbols (atoms). We will consider only consistent
∆;P

.

Proposition 1 ([6]) An interpretation S = ∆ ∪ ∆;P

is an
answer set of P iff S is total interpretation.

If S satisfies condition of Proposition 1 and the program P
contains also integrity constraints, a further condition has to
be satisfied: for each integrity constraint ← L1, . . . , Lk holds
{L1, . . . , Lk} 6⊆ S.

B. Inconsistencies handling

In order to define a dynamic semantics following the ap-
proach of Dimopoulos and Torres, we have to add solutions
of conflicts to their framework.

The next example illustrates three types of conflicts. It
should be noticed that approaches based on causal rejection
principle solve only the first type.

Example 2 1) Let P be a ← and U be ¬a ←, ∆ be ∅.
Then ∆;P

= {a} and ∆;U

= {¬a}. In order to define
a dynamic semantics we have to resolve the conflict
between ∆;P

and ∆;U

, while preferring the updating
program U .

2) Consider P = {obedient← punish} and its more modern
update U = {punish ← not obedient}. Then for ∆ =
{not obedient} we have ∆;P∪U

= {punish, obedient};
again, we have to resolve a conflict: not punish ∈ ∆,
but punish ∈ ∆;P∪U

.
3) Finally, suppose that P = {politician ←}, U =
{honest ←;← politician, honest}. P ∪ U does not
satisfy the integrity constraint, we have to resolve that
conflict.

2

Only sequences of the form 〈P,U〉 are considered in this
paper. A straightforward extension to the general case is
discussed in Section VI.

Definition 3 Consider 〈P,U〉, let ∆ be a hypothesis and
L,Li ∈ Obj . It is said that ∆;P∪U

contains a conflict, if
• both L,¬L ∈ ∆;P∪U

, or
• not L ∈ ∆ and L ∈ ∆;P∪U

, or
• {L1, . . . , Lk} ⊆ ∆;P∪U

and
{not Lk+1, . . .not Lk+m} ⊆ ∆,
if ← L1, . . . , Lk,not Lk+1, . . .not Lk+m is an integrity
constraint. 2

We present a stepwise definition (see [11]) of a solution of a
conflict. First without consideration of a preference relation on
programs. The preference relation is considered in the second
step.

Definition 4 A solution of a conflict C w.r.t. a hypothesis ∆
is a minimal set of rules R s.t. ∆;(P∪U)\R

does not contain
C 2

We abstract here from the question, whether an integrity
constraint can be included in a solution.
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Definition 5 Let ∆ be a hypothesis, 〈P,U〉 a sequence of
programs, R ⊆ (P ∪ U). Then ∆;R

is a conflict-free set of
conclusions of ∆ if it contains no conflict.

∆;R

cf is a maximal conflict-free set of conclusions of ∆, if

there is no R′ s.t. R ⊂ R′ ⊆ P∪U and ∆;R′

is a conflict-free
set of conclusions of ∆. 2

Notice that the notion of maximal conflict-free set of
conclusions enables to meet the principle of minimal change.

Example 6 Let be P = {a←; b←}, U = {¬a← b}, R1 =
{a←;¬a← b}, R2 = {b←;¬a← b}, ∆ = ∅.

Then both ∆;R1

cf = {a} and ∆;R2

cf = {b,¬a} are maximal
conflict-free sets of conclusions of ∆. Both sets can be
considered as intuitive candidates for dynamic answer sets of
〈P,U〉.

Intuitions are different, if a slight modification of our ex-
ample is analyzed. Let be P = {b←}, U = {a←;¬a← b},
In this case maximal conflict-free sets of conclusions of ∆ are
the same as in the previous one, but it is not intuitive to take
them as equivalent from a dynamic semantics point of view -
information of U is more preferred than the information of P ,
consequently, the rejection of b← is preferred to the rejection
of a←. Hence, {a} seems to be an intuitive candidate for the
(only) dynamic answer set of 〈P,U〉. 2

Now, our first task is to introduce preferences on rules.
Consider two rules r1, r2 ∈ P ∪U . We say that r2 is more

preferred than r1 iff r2 ∈ U and r1 ∈ P (notation: r1 ≺ r2).
We can now define preferred sets of conclusions of a

hypothesis.

Definition 7 Let a sequence of programs 〈P,U〉 and ∆ ⊆
Def be given. Suppose that R1, R2 ⊆ P ∪U and both ∆;R1

cf ,
∆;R2

cf are conflict-free sets of conclusions of ∆.
If ∃r1 ∈ R1 \ R2 ∃r2 ∈ R2 \ R1 r2 ≺ r1 and ¬∃r3 ∈

R2 \R1 ∃r4 ∈ R1 \R2 r4 ≺ r3 then ∆;R1

cf is more preferred
than ∆;R2

cf .
∆;R

cf is a preferred set of conclusions of ∆ iff there is no
more preferred set of conclusions of ∆ than ∆;R

cf . Notation:
∆;R

cf +pref .
∆;R

cf +pref , a preferred set of conclusions of ∆ is maximal,

if there is no R′ s.t. R ⊂ R′ ⊆ P ∪U and ∆;R′

is a preferred
set of conclusions of ∆. 2

Example 8 Remind Example 6. ∆;R1

cf +pref = {a} is the
maximal preferred set of conclusions of ∆. 2

C. Updating

We intend to define a (dynamic) semantics of 〈P,U〉, which
specifies a meaning of an update of P by U .

Assume that we have a hypothesis ∆ and a maximal
conflict-free preferred set of conclusions ∆;R

, R ⊆ P ∪ U
and ∆∪∆;R

is a complete interpretation. It could be a basic
candidate for dynamic answer set. However, we have good
reasons for some restrictions on P,U and ∆.

Some decisions are needed, in order to proceed from a task
of inconsistencies handling to a task of updating. We believe
that it is not sufficient to consider only a preference relation
for that goal.

We start with intuitions, after that follow some examples
and, finally, definitions.

First, we assume that the original program P is consistent,
i.e. there is a model of P . We follow a stance of [10]: if
an inconsistency is introduced in a knowledge base, there
is no way to eliminate it by using update. We accept it –
inconsistencies resolving is a task for revisions Consequently,
if P is inconsistent, then we will accept that there is no
dynamic answer set of 〈P,U〉.

The second decision: as regards the updating program U ,
a stronger condition is chosen.2 If AS (U) = ∅, there are no
dynamic answer sets of 〈P,U〉.

If P is consistent, but incoherent, an update can (and should)
be reduced to conflicts solving (if we want define an answer-
set-like dynamic semantics). It is assumed below that P is
coherent.

The third decision: Inertia of the current state. This is our
most important decision. We believe that turning back at the
semantic roots of updates is needed.3 Consider an original
program P and the set of all its answer sets AS (P ). AS (P )
can be viewed as a set of alternative descriptions of the current
state of the world. Those descriptions are determined by some
hypotheses. A goal is to specify how and when an update can
change a hypothesis.

A crucial step is to decide what to do, if ∆;P∪U

contains a
conflict for a hypothesis ∆. We claim that it is not reasonable
to solve conflicts in ∆;P∪U

for arbitrary ∆.
An intuition behind the idea of inertia of the current state

can be expressed informally as follows. Let 〈P,U〉 be given,
S = ∆∪∆;P

be an answer set of P . We decided to accept S
as a (dynamic) answer set of 〈P,U〉 unless there is a reason to
reject it, i.e., if ∆ ∪∆;P∪U

contains a conflict. On the other
hand, the other – and more important – side of the inertia of
the current state is focused on the hypothesis ∆. Suppose that
∆ ⊂ Ω and Ω;R

is a maximal conflict-free preferred set of
conclusions of Ω, where R ⊆ P ∪ U . Suppose also that there
is L ∈ ∆;P

and ¬L ∈ Ω;R

. We decided to consider Ω as a
more extended set of assumptions than is necessary w.r.t. the
current state of the world (in accordance with Occam’s razor).
Hence, we do not accept Γ∪Γ;Q

as a dynamic answer set of
〈P,U〉 (Ω ⊆ Γ, Q ⊆ P ∪ U and Γ;Q

is a maximal conflict-
free preferred set of conclusions of Γ). Our third decision is
formalized in terms of cautious solution (see Definition 10)
and minimal active hypothesis (see Definition 13).

2Our design decisions are not dogmas. They correspond to some intuitions
and we are aiming to investigate a kind of reasoning based on them. However,
different decisions are possible and reasonable. E.g., a possibility to solve
incoherence of U using P is based on a “conservative” view, that a given
state of knowledge can overcome or complete by inertia an incoherent update.

3According to our view, a free selection of an interpretation checked by a
fixpoint condition in approaches based on the causal rejection principle should
be somehow restricted. We propose a restriction based on a notion of inertia
of the current state.
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Example 9 Let be

P = {d← not n U = {s← s}
n← not d

s← n,not c}
¬s←

Consider the conflict {s,¬s} ⊆ ∆;P∪U dependent on ∆ =
{not d,not c}. Suppose that we solve the conflict by deleting
the rule ¬s←. However, ¬s is in P (in P ∪U , too) dependent
on ∅ and s is dependent only on ∆. We do not accept solutions
based on non-minimal sets of assumptions (a kind of Occam’s
razor). 2

Definition 10 A cautious solution of a conflict C = {A,¬A}
dependent on a hypothesis ∆ is a solution R which satisfies
the conditions as follows:

If A ∈ ∆;R

cf+pref (or ¬A ∈ ∆;R

cf+pref , respectively) then
there is no Ω, a proper subset of ∆ and a set of rules R′ s.t.
¬A ∈ Ω;R′

cf+pref (or A ∈ Ω;R′
cf+pref , respectively). 2

Definition 11 (Dynamic View) Let 〈P,U〉 be given, P be
consistent and U be coherent.

A dynamic view on 〈P,U〉 is a set of literals ∆∪∆;R

cf +pref

s.t.
• R ⊆ P ∪ U , R is a cautious solution of all conflicts in
P ∪ U w.r.t. ∆,

• ∆;R

cf +pref is a maximal preferred conflict-free set of
conclusions of ∆, 2

Cautious solutions are defined for conflicts dependent on
arbitrary hypotheses. However, dynamic answer sets are ex-
pected to be total interpretations (with completed hypotheses)
and we need to close our constructions for the case of
completed hypotheses. To that end, we now motivate the last
concept needed for defining dynamic answer sets. It is the
concept of minimal active hypothesis (we use again a kind of
Occam’s razor).

Example 12 Let P be {a ←; b ← a} and U be {¬a ←
not b}.

First, let be ∆2 = ∅. Then ∆;(P∪U)
2 = {a, b} = S+. We

want to define dynamic answer set, and a natural requirement
is that it is a total interpretation. Our goal is to find a
hypothesis S−, a completion of ∆2 s.t. S+ ∪ S− is a total
interpretation. Thus, S− is {not ¬a,not ¬b}.

Now, let be ∆1 = {not b}. In order to resolve the conflict
{a,¬a} ⊆ ∆;P∪U

1 in accordance with the preference relation,
we have to consider the set of rules R = (P ∪ U) \ {a ←}.
Then ∆;R

1 = {¬a} and the corresponding total interpretation
is {not b,not ¬b,not a} ∪ {¬a}.

Hypothesis ∆1 = {not b} is a superset of the hypothesis
∆2 = ∅. Both can be considered as active hypotheses used
in derivation of {a, b} and {¬a}, respectively. Supersets
(completions) of ∆1 and ∆2 are needed only to obtain total
interpretations. Notice that a subset relation, which holds for
active hypotheses, might not hold for corresponding comple-
tions.

Only minimal active hypotheses (∆2 in this example; notice
that ∆1 does not generate a cautious solution of the given
conflict) are interesting from our point of view. In accordance
with Occam’s razor we do not assume more than is necessary
for obtaining a reasonable semantic characterization of 〈P,U〉.

The notion of minimal active hypothesis will be used also
in the definition of irrelevant updates (Postulate 2). We do not
consider the update (the solution of conflicts), based here on
∆1, as a relevant one. 2

Definition 13 Let ∆ ∪∆;R be a total interpretation. Let Ω
be a minimal subset of ∆ s.t. ∆;R = Ω;R . Then Ω is a
minimal active hypothesis supporting ∆;R . 2

Definition 14 (Dynamic Answer Set) The set of all dynamic
answer sets of 〈P,U〉 is denoted by ΣD(〈P,U〉). If P has no
model or U is incoherent then ΣD(〈P,U〉) = ∅.

Otherwise, let a set of literals S = ∆ ∪ ∆;R

cf +pref be a
dynamic view on 〈P,U〉 and it is a total interpretation. Then
S is a dynamic answer set of 〈P,U〉, if it satisfies the condition
as follows:

if Ω is a minimal active hypothesis supporting ∆;R

cf +pref ,
then there is no Θ∪Θ;R

cf +pref , a dynamic view on 〈P,U〉, s.t.
a minimal active hypothesis supporting Θ;R

cf +pref is a proper
subset of Ω. 2

Evaluation of our definitions is based on postulates from
the next section, see Theorem 26.

IV. POSTULATES

Let a static semantics σ be a mapping from programs over a
language L to sets of interpretations and dynamic semantics Σ
be a mapping from sequences of programs (over the language
L) to sets of interpretations.4

Intuitively, the sequence of programs represents a series of
updates. It is assumed that an update operation is inherent
in Σ and the meaning of the resulting, updated program is
expressed by Σ. Some conditions concerning the relation of
both semantics are expressed by our postulates.

Only sequences 〈P,U〉 of two programs are considered in
the postulates of this paper. Rules of U are more preferred
than rules of P . A generalization to arbitrary sequences is
discussed in Section VI.

We assume in this paper that Σ(〈P,U〉) = ∅ iff P has no
model or σ(U) = ∅. But we do not accept it as a postulate -
other decisions can lead to some interesting conclusions.

Postulate 1 (Representation of update) Let 〈P,U〉 be a se-
quence of programs over a language L and Σ(〈P,U〉) 6= ∅.
Then there is a non-empty program Q over the language L
such that σ(Q) = Σ(〈P,U〉).

The main idea behind Postulate 1 is that the result of
each update should be expressed in the same language as
the sequence of programs. We consider this as an important
feature, which is not satisfied e.g. by some semantics’, based

4In our approach, σ = AS is the answer set semantics and Σ = ΣD . But
the postulates are intended for arbitrary σ and Σ.
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on the causal rejection principle. This postulate corresponds
to an implicit assumption behind the first AGM postulate for
revision [8] – a revised belief set K∗α is a belief set, i.e., a
set of deductively closed sentences of the given language. A
similar attitude is behind the KM (Katsuno-Mendelzon, [10])
postulates and behind theories of belief base revision.

Observation 15 Postulate 1 is satisfied by σ = AS and Σ =
ΣD.

Proof5 using a construction of [6]: Q is the set of all rules r
s.t. there is a dynamic answer set ∆+ ∪∆−, body(r) = ∆−

and head(r) ∈ ∆+. 2

Irrelevant updates.
A first idea concerning irrelevant updates could be as

follows. If σ(P ∪U) = σ(P ), the update proposed by U could
be considered as an irrelevant one. The following example
shows that the case of nonmonotonic knowledge bases (and
nonmonotonic assumptions) deserve a more subtle solution.

The updating program can generate a new reasonable an-
swer set, even if σ(P ∪ U) = σ(P ):

Example 16 Consider 〈P,U〉:

P = {a← not b U = {¬a← b}
b← not a
a← b}

It holds that AS (P ∪U) = AS (P ) = {{a}}. Hence,U does
not contribute to the meaning of P ∪U . But we argue that U
specifies a relevant update.

There is a conflicting dependence of {a} on the assumption
∆1 = {not a} in P and a conflict {a,¬a} dependent on ∆1

in P ∪U . An intuitive solution is to reject the (less preferred)
rule a ← b. After that we can get a new (dynamic) answer
set {¬a, b} of 〈P,U〉. An acceptable intuitive meaning of
Σ(〈P,U〉) is {{a}, {¬a, b}}. Notice that R = (P ∪U)\{a←
b} is a cautious solution of the conflict.

It can be said that U solves a conflict contained in conse-
quences of {not a}, see Definition 18 below.

Hence, according to our opinion, the condition that U does
not solve a conflict in P ∪U should be added to the condition
σ(P ) = σ(P ∪ U) in order to define irrelevant updates. 2

Relevant and irrelevant updates may be seemingly distin-
guished in terms of strong equivalence as follows: if P and
P ∪ U are strongly equivalent, then the update of P by U is
irrelevant, otherwise it is relevant. However, the next example
shows that it is a weak distinguishing criterion.

Example 17 Let be

P = {a← not c U = {¬a← not b}
b← a

P and P ∪ U are not strongly equivalent, see R = {¬a ←
b; c ← ¬a} and it is intuitive to consider the update of P

5Only sketchy outlines of some ideas are used instead of proofs of
observations because of a limited space.

by U as an irrelevant one: ∆1 = {not b,not c} is a proper
superset of ∆2 = {not c}, while ∆2 generates an answer set
of P and P ∪ U . Observe that {a,¬a} ⊆ ∆;P∪U

1 and there
is no cautious solution of that conflict. 2

Finally, remind the notion of minimal active hypothesis,
which is crucial for defining dynamic answer sets. Hence, a
hypothesis, which is not a minimal active one, cannot generate
a dynamic answer set and, consequently, such hypothesis
cannot be a basis of relevant updates.

Definition 18 Let ∆ and 〈P,U〉 be given, let Ω be a minimal
active hypothesis supporting ∆;P∪U . Suppose that ∆;P∪U

contains a conflict C.
It is said that U solves the conflict C in ∆;P∪U if there is

R ⊆ P ∪ U,U ⊆ R s.t. ∆;R

cf is a maximal conflict-free set
of conclusions of ∆ and R is a cautious solution of C w.r.t.
Ω. 2

The condition that R is a cautious solution of C is essential
in this definition.

Postulate 2 (Irrelevant updates) 6 If σ(P ∪U) = σ(P ) 6= ∅
and U does not solve a conflict in ∆;P∪U , then Σ(〈P,U〉) =
σ(P ).

Observation 19 Postulate 2 is satisfied for σ = AS and Σ =
ΣD.

Proof sketch: If AS (P ) = AS (P ∪ U), U does not solve a
conflict and (S− ∪ S+) ∈ ΣD(〈P,U〉), then S+ is a conflict-
free set of conclusions of S− only if S is an answer set of P .
2

Dominance of New Information
A principle of Dominance of New Information is accepted

usually in theories of update and belief revision.
Our goal is to adapt that idea to a description how a static

semantics of an updating program should be preserved in a
dynamic semantics of the updated program. Consider the next
example.

Example 20 Let be P = {a ←} and U = {b ←}. It
is intuitive to accept σ(U) = {{b}}, σ(P ) = {{a}} and
Σ(〈P,U〉) = {{a, b}}. Of course, σ(U) ⊆ Σ(〈P,U〉) is a
too strong requirement. 2

Definition 21 Let two languages L1 and L2 be given and S
be a set of literals over L1 ∪ L2. Then S ↑L1 is {l ∈ S |
l is a literal of L1}.

Postulate 3 (Dominance of new information) Suppose that
U is not an irrelevant update in 〈P,U〉. If S′ ∈ σ(U), then
there is an S ∈ Σ(〈P,U〉) s.t. S ↑LU

= S′.

Observation 22 Postulate 3 is satisfied for σ = AS and Σ =
ΣD.

6This postulate replaces for non-monotonic knowledge bases – in a sense
– the second postulate by Katsuno and Mendelzon, which can be considered
as a postulate specifying irrelevant updates for monotonic knowledge bases.
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An idea of a proof; Let ∆ be a hypothesis and ∆;U ∪∆ ∈
AS (U). Consider ∆;P∪U

. If it contains a conflict, a solution
contains all rules of U . 2

Postulate 4 If σ(P ∪ U) = σ(U), then Σ(〈P,U〉) = σ(U).

Postulate 4 is symmetric, in a sense, to Postulate 2.

Observation 23 Postulate 4 is satisfied by σ = AS and Σ =
ΣD.

Proof Sketch: If S = ∆;U ∪∆ ∈ AS (P ∪U) = AS (U), then
S is a dynamic view on 〈P,U〉. Let Ω be a minimal active
hypothesis supporting ∆;U

. It follows from the minimality
of S ∈ AS (U), that no proper subset of Ω can be a minimal
active hypothesis supporting a set of consequences Θ;U

in
another Θ;U ∪ Θ ∈ AS (P ∪ U) = AS (U). Hence, S ∈
ΣD(〈P,U〉). 2

Postulate 5 (Satisfiability preservation) Let σ(P ) 6= ∅ and
σ(U) 6= ∅. Then Σ(〈P,U〉) 6= ∅.

Postulate 5 corresponds to the third KM postulate [10] (if
both ψ and µ are satisfiable then also ψ � µ is satisfiable).
We require a well defined meaning of the updated program,
if both the original and the updating program are coherent (if
there is a conflict between both programs then the dynamic
semantics specifies a solution of the conflict).

Observation 24 Postulate 5 is satisfied by σ = AS and Σ =
ΣD.

Proof idea: If σ(P ∪ U) = ∅, then U solves conflicts. 2

Postulate 6 (Update of programs over disjoint languages)
Let P and U be programs over disjoint languages. Then
Σ(〈P,U〉) = Σ(〈U,P 〉) = σ(P ∪ U).

It is natural to require that meanings of programs over
disjoint languages do not interfere. Postulate 6 is inspired by
[7], [9].

Observation 25 Postulate 6 is satisfied for σ = AS and
Σ = ΣD.

Proof sketch: Suppose that AS (P ∪ U) 6= ∅ and S = ∆ ∪
∆;P∪U ∈ AS (P ∪ U). There are no conflicts in P ∪ U ,
hence S ∈ ΣD(〈P,U〉). Obviously, if S ∈ ΣD(〈P,U〉), then
S ∈ AS (P ∪ U). 2

Theorem 26 Dynamic semantics ΣD from Definition 14 sat-
isfies Postulates 1 - 6.

Proof - A consequence of Observations. 2

V. DISCUSSION

First we discuss the relations of our postulates and postu-
lates of [7], [9], expressed in terms of σ and Σ. After that is
briefly discussed satisfaction of our postulates by some well
known approaches to logic program updates.

Addition of tautologies: if U contains only tautologies then
Σ〈P,U〉 = σ(P ). It is a consequence of Postulate 2. U does
not contribute to the meaning of P ∪ U : it does not solve
conflicts in ∆;P∪U , where ∆ is a minimal active hypothesis
supporting ∆;P∪U

.
Initialization Σ(〈∅, U〉) = σ(U). A consequence of Postu-

late 4.
Idempotence Σ(〈P, P 〉) = σ(P ). A consequence of Postu-

late 2 (and also of 4).
Augmented Update: if P ⊆ U then Σ(〈P,U〉) = σ(U). A

consequence of Postulate 4.
Let us point out our postulates which essentially differ from

postulates of [7], [9] and similar principles and are not satisfied
by some prominent approaches to logic program updates. New
and important, we believe, are Postulates 1, 2 and 5. According
to our view, representation of a result of an update in the
language of the given logic programs, prevention of irrelevant
updates and satisfiability preservation are important features
of logic program updates.

Now, we turn to the satisfaction of our postulates by
some approaches to logic program updates. Only some basic
observations are sketched because of limited space. We will
return to the problem in a future paper.

a) Approaches based on the causal rejection principle.:
Postulates 1 and 2 are not satisfied7. Remind Example 12 and
consider its reformulation in the language of generalized logic
programs: P = {a ←; b ← a}, U = {not a ← not b}. There
are two dynamic stable models of that update, {a, b} and ∅.
There is no logic program with such stable models, hence the
result of this update cannot be represented in the language
of the original and updating program, see [12], Theorem 33.
Moreover, this example shows that ∅ is a semantic result of
an irrelevant update of P by U .

Example 2, case 2 shows that Postulate 5 can not be satisfied
by an approach based on causal rejection principle - only
conflicts between heads of rules are solved by that class of
approaches.

b) Approach based on structural properties: We consider
[9] – postulates of that paper and the presented semantics are
proposed for the pairs of programs, too. But our arguments
apply also to other papers.

Postulate 1 is not satisfied. An update program is over a
language, containing new abducibles, not appearing in original
and updating program. Similarly as for updates based on the
causal rejection principle, Postulates 2 and 5 are not satisfied;
the same examples can be used as above (and their translations
into abductive programs).

7There are different semantics, based on the causal rejection principle.
Our argumentation in this paragraph refers to [12], but it applies also to
[4], therefore also to other semantics, less cautious than the well supported
semantics
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We do not accept Strong consistency of [9] (if σ(P∪U) 6= ∅
then Σ(〈P,U〉) = σ(P ∪ U)). Remind Example 16. See also
the next example.

Example 27 Let P be {¬a ← not b} and U be {a ←
not b; b← not a}.
P ∪U has only one answer set S = {b}. However, U solves

a conflict in {not b};P∪U . If we respect the preference of U
over P then the dependence of ¬a on not b should be over-
ridden by the dependence of a on not b in the more preferred
program. Therefore, S′ = {a} should represent an intended
meaning of 〈P,U〉, too. Hence, Σ(〈P,U〉) = {{b}, {a}} is an
adequate choice.

Conclusion: σ(P ∪ U) 6= ∅, but σ(P ∪ U) 6= Σ(〈P,U〉). 2

Other works, e.g. [14], [19], [18], [5], will be discussed in
a future, extended version of this paper.

VI. CONCLUSIONS

Main Contributions. We presented a set of postulates gov-
erning logic program updates. As important features of logic
program updates are emphasized:
• representation of a result of an update in the language of

the given logic programs,
• irrelevant updates should be prevented,
• and satisfiability of an original and an updating program

should be preserved in the updated program.
Some well known postulates proposed by [7], [9] follow from
our postulates.

A dynamic answer set semantics, which obeys Postulates 1
– 6, was introduced. The semantics follows the approach of
[6] to stable model semantics by adding conflict solving and
updating features to that approach.
Open Problems and Future Work. Because of a limited
space we did not present a detailed study of main approaches
to logic program updates from the viewpoint of our postulates.
It will be discussed in a future paper. Similarly, we will study
computational properties of dynamic answer set semantics in
a future paper.

Our set of postulates deserves a future work. An extension
of the set is possible and a comparison to all relevant postulates
in the literature is necessary.

We believe that the postulates are relevant for more general
case of non-monotonic knowledge bases (characterized by
a semantic framework based on defeasible assumptions and
dependencies). A formal elaboration of such a generalization
of the presented approach is among our future goals.

Another kind of generalization is a straightforward one.
Σ(〈P1, . . . , Pk〉 can be defined in an analogical way as
Σ(〈P,U〉), A representation of 〈P1, . . . , Pn〉 by a program
Q can be required by a modified Postulate 1. If we add a
postulate requiring associativity of Σ, then a proposition holds,
saying that the meaning of a sequence of programs can be
constructed iteratively, i.e. Σ(〈P1, . . . , Pk〉) = Σ(〈Q,Pk〉),
where σ(Q) = Σ(〈P1, . . . , Pk−1〉) and, consequently, each
finite sequence of programs 〈P1, . . . , Pk〉, k ≥ 3, can be
replaced by a sequence of two programs 〈P,U〉. However, for
that case Q should be expressed in a language with preferences

on rules. We will devote to this problem a future paper. The
problem of rejecting integrity constraints (together with an
introduction of weak constraints) is also among the goals of
a future research.

A generalization of the presented semantics to a multidi-
mensional case is among our other goals. We plan also to
include strong equivalence (see [15]) – both to postulates and
to a dynamic semantics framework.

Updates of logic programs with consistency restoring rules
[3] seems to be an interesting problem.
Acknowledgements. I am grateful to David Pearce for valu-
able comments and proposals. This paper was supported by
the grant 1/0688/10 of VEGA.
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