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Abstract

This paper surveys various complexity results on different forms of logic programming. The main focus is on decidable forms of logic programming, in particular, propositional logic programming and datalog, but we also mention general logic programming with function symbols. Next to classical results on plain logic programming (pure Horn clause programs), more recent results on various important extensions of logic programming are surveyed. These include logic programming with different forms of negation, disjunctive logic programming, logic programming with equality, and constraint logic programming. The complexity of the unification problem is also addressed.

1. Introduction

Logic programming (LP) is a well-known declarative method of knowledge representation and programming based on the idea that the language of first order logic is well-suited for both representing data and describing desired outputs [87]. LP was developed in the early 1970’s based on work in automated theorem proving [68, 88], in particular, on Robinson’s resolution principle [113]. A pure logic program consists of a set of rules, also called definite Horn clauses. Each such rule has the form \textit{head} \leftarrow \textit{body}, where \textit{head} is a logical atom and \textit{body} is a conjunction of logical atoms. The logical semantics of such a rule is given by the implication \textit{body} \Rightarrow \textit{head} (for a more precise account, see Section 2). Note that the semantics of a pure logic program is completely independent of the order in which its clauses are given, and of the order of the single atoms in each rule body.

With the advent of the programming language Prolog [32], the paradigm of logic programming became soon ready for practical use. Many applications in different areas were and are successfully implemented in Prolog. Note that Prolog is – in a sense – only an approximation to fully declarative LP. In fact, the clause matching and backtracking algorithms at the core of Prolog are sensitive to the ordering of the clauses in a program and of the atoms in a rule body.

While Prolog has become a popular programming language taught in many computer science curricula, research focuses more on pure LP and on extensions thereof. Even in some application areas such as knowledge representation (a subfield of artificial intelligence) and databases there is a predominant need for full declarativeness, and hence for pure LP. In knowledge representation, declarative extensions of pure logic programming, such as negation in rule bodies and disjunction in rule heads, are used to formalize common sense reasoning. In the database context, the query language datalog was designed and intensively studied (see [26, 122]). This query language — based on function-free pure LP — allows a user to formulate recursive queries that cannot be expressed with standard query languages such as SQL-2.

There are many interesting complexity results on LP. These results are not limited to “classical” complexity theory but also comprise expressiveness results in the sense of descriptive complexity theory. For example, it was shown that (a slight extension of) datalog cannot just express some, but actually all polynomially computable queries on ordered databases and only those. Thus datalog precisely expresses or captures the complexity class \(\mathbf{P}\) on ordered databases. Similar results were obtained for many variants and extensions of datalog. It turned out that all major variants of datalog can be characterized by suitable complexity classes. As a consequence, complexity theory has become a very important tool for comparing logic programming formalisms.

This paper surveys various complexity and expressiveness results on different forms of (purely declarative) LP. The aim of the paper is twofold. First, a broad survey and many pointers to the literature are given. Second, a few fundamental topics are explained in greater detail, in particular, the basic results on plain LP (Section 3) and some funda-
mental issues related to descriptive complexity (Section 6). These two sections are written in a more tutorial style and contain several proofs, while the other sections are written in a rather succinct survey style.

Note that the present paper does not consist of an encyclopedic listing of all published complexity results on logic programming, but rather of a more or less subjective choice of results. There are many interesting results which we cannot mention for space reasons; such results may be found in other surveys, such as, e.g., [24, 118]. For example, results on abductive logic programming [52, 53], on intuitionistic logic programming [22], and on Prolog [41].

The paper is organized as follows. In Section 2 a short introduction to LP is given. We introduce datalog and distinguish between the notions of data complexity, program complexity, and combined complexity of classes of datalog programs. Section 3 presents the main complexity results on plain LP and datalog. Section 4 discusses the complexity of LP with negated atoms in rule bodies. Section 5 deals with disjunctive logic programming. Section 6 discusses the expressive power of datalog and of various datalog ex-
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2. Preliminaries

In this section, we introduce some basic concepts of logic programming. Due to space reasons, the presentation is necessarily succinct; for a more detailed treatment, see [94, 6, 9, 15].

We use letters p, q, . . . for predicate symbols, X, Y, Z, . . . for variables, f, g, h, . . . for function symbols, and a, b, c, . . . for constants; a bold face version of a letter denotes a list of symbols of the respective type.

2.1. Syntax of logic programs

Logic programs are formulated in a language L of predicates and functions of nonnegative arity; 0-ary functions are constants. A language L is function-free if it contains no function symbols of arity greater than 0.

A term is inductively defined as follows: each variable X and each constant c is a term, and if f is an n-ary function symbols and t1, . . . , tn are terms, then f(t1, . . . , tn) is a term. A term is ground, if no variable occurs in it.

The Herbrand universe of L, denoted U_L, is the set of all ground terms which can be formed by the functions and constants in L.

An atom is a formula p(t1, . . . , tn), where p is a predicate symbol of arity n and each ti is a term. An atom is ground, if all ti are ground. The Herbrand base of a language L is the set of all ground atoms that can be formed by using predicates from L and terms from U_L.

A Horn clause is a rule of the form

A_0 ← A_1, . . . , A_m (m ≥ 0) (1)

where each A_i is an atom. The parts on the left and on the right of “←” are the head and the body of the rule, respectively. A rule r of the form A_0 ← i.e., whose body is empty, is called a fact, and if A_0 is a ground atom, then r is called a ground fact.

A logic program is a finite set of Horn clauses. A clause or logic program is ground, if all terms in it are ground.

With each logic program P, we associate the language L(P) that consists of the predicates, functions and constants occurring in P. If no constant occurs in P, we add some constant to L(P) for technical reasons. Unless stated otherwise, L(P) is the underlying language, and we use simplified notation U_P and B_P for U_{L(P)} and B_{L(P)}, respectively.

A Herbrand interpretation of a logic program P is any subset I ⊆ B_P of its Herbrand base. Intuitively, the atoms in I are true, while all others are false. A Herbrand model of P is a Herbrand interpretation of P such that for each rule A_0 ← A_1, . . . , A_m in P, this interpretation satisfies the logical formula ∀x((A_1 ∧ · · · ∧ A_m) ⇒ A_0), where x is a list of the variables in the rule.

Propositional logic programs are logic programs in which all predicates have arity 0, i.e., all atoms are propositional ones.

Example 1 Here is an example of a propositional logic program:

\[
\begin{align*}
\text{shut\_down} & \leftarrow \text{overheat} \\
\text{shut\_down} & \leftarrow \text{leak} \\
\text{leak} & \leftarrow \text{valve\_closed, pressure\_loss} \\
\text{valve\_closed} & \leftarrow \text{signal\_1} \\
\text{pressure\_loss} & \leftarrow \text{signal\_2} \\
\text{overheat} & \leftarrow \text{signal\_3} \\
\text{signal\_1} & \leftarrow \\
\text{signal\_2} & \leftarrow
\end{align*}
\]

Note that if P is a propositional logic program then B_P is a set of propositional atoms. Any interpretation of P is a subset of the propositional atoms.

2.2. Semantics of logic programs

The notions of a Herbrand interpretation and model can be generalized for infinite sets of clauses in a natural way. Let P be a set (finite or infinite) of ground clauses. Such a set P defines an operator T_P : 2^{B_P} → 2^{B_P}, where 2^{B_P}
denotes the set of all Herbrand interpretations of \( P \), by
\[
T_P(I) = \{ A_0 \in B_P \mid P \text{ contains a rule } \ A_0 \leftarrow A_1, \ldots, A_m \\
\text{such that } \{A_1, \ldots, A_m\} \subseteq I \}
\]
This operator is called the \textit{immediate consequence operator}; intuitively, it yields all atoms that can be derived by a single application of some rule in \( P \) given the atoms in \( I \).

Since \( T_P \) is monotone, by the Knaster-Tarski Theorem it has a least fixpoint, denoted by \( T_P^\infty \), which is the limit of the sequence \( T_P^0 = \emptyset, T_P^{i+1} = T_P(T_P^i), i \geq 0 \).

A ground atom \( A \) is a \textit{consequence} of a set \( P \) of clauses if \( A \in T_P^\infty \) (we write \( P \models A \)). Also, by definition, a negated ground atom \( \neg A \) is a consequence of \( P \), denoted \( P \models \neg A \), if \( A \notin T_P^\infty \). The \textit{semantics} of a set \( P \) of ground clauses is defined as the following set \( \mathcal{M}(P) \) consisting of atoms and negated atoms:
\[
\mathcal{M}(P) = \{ A \mid P \models A \} \cup \{ \neg A \mid P \models \neg A \} = T_P^\infty \cup \{ \neg A \mid A \in B_P \setminus T_P^\infty \}.
\]

Example 1 (ctd) For program \( P \) above, we have
\[
T_P^0 = \emptyset \\
T_P^1 = \{ \text{signal}_1, \text{signal}_2 \} \\
T_P^2 = T_P^1 \cup \{ \text{value}_\text{closed}, \text{pressure}_\text{loss} \} \\
T_P^3 = T_P^2 \cup \{ \text{leak} \} \\
T_P^4 = T_P^3 \cup \{ \text{shutdown} \}
\]
Thus, the least fixpoint is reached in four steps; e.g., \( P \models \text{shutdown} \) and \( P \models \neg \text{overheat} \).

It appears that for each set \( P \) of clauses, \( T_P^\infty \) coincides with the unique \textit{least Herbrand model} of \( P \), where a model \( M \) is smaller than a model \( N \), if \( M \) is a proper subset of \( N \) [123].

The semantics of arbitrary logic programs is now defined as follows. Let the \textit{grounding} of a clause \( r \) in a language \( \mathcal{L} \), denoted \( \text{ground}(r, \mathcal{L}) \), be the set of all clauses obtained from \( r \) by all possible substitutions of elements of \( U_\mathcal{L} \) for the variables in \( r \). For any logic program \( P \), we define
\[
\text{ground}(P, \mathcal{L}) = \bigcup_{r \in P} \text{ground}(r, \mathcal{L})
\]
and we write \( \text{ground}(P) \) for \( \text{ground}(P, \mathcal{L}(P)) \). The operator \( T_P : 2^{BP} \rightarrow 2^{BP} \) associated with \( P \) is defined by \( T_P = T_{\text{ground}(P)} \). Accordingly, \( \mathcal{M}(P) = \mathcal{M}(\text{ground}(P)) \).

Example 2 Let \( P \) be the program
\[
\begin{align*}
p(a) & \leftarrow \\
p(f(x)) & \leftarrow p(x)
\end{align*}
\]
Then, \( U_P = \{ a, f(a), f(f(a)), \ldots \} \) and \( \text{ground}(P) \) contains the clauses \( p(a) \leftarrow, p(f(a)) \leftarrow p(a), p(f(f(a))) \leftarrow p(f(a)) \ldots \). The least fixpoint of \( T_P \) is
\[
T_P^\infty = T_{\text{ground}(P)}^\infty = \{ p(f^n(a)) \mid n \geq 0 \}.
\]
Hence, e.g., \( P \models p(f(f(a))) \).

In practice, generating \( \text{ground}(P) \) is often cumbersome, since, even in case of function-free languages, it is in general exponential in the size of \( P \). Moreover, it is not always necessary to compute \( \mathcal{M}(P) \) in order to determine whether \( P \models A \) for some particular atom \( A \). For these reasons, completely different strategies of deriving atoms from a logic program have been developed. These strategies are based on variants of Robinson’s famous \textit{Resolution Principle} [113]. The major variant is SLD-resolution [88, 10].

Roughly, SLD-resolution can be described as follows. A \textit{goal} is a conjunction of atoms. A substitution is a function \( \theta \) that maps variables \( v_1, \ldots, v_n \) to terms \( t_1, \ldots, t_n \). The result of simultaneous replacement of variables \( v_i \) by terms \( t_i \) in an expression \( E \) is denoted by \( E\theta \). For a given goal \( G \) and a program \( P \), SLD-resolution tries to find a substitution \( \theta \) such that \( G\theta \) logically follows from \( P \). The initial goal is repeatedly transformed until the empty goal is obtained. Each transformation step is based on the application of the resolution rule to a selected atom \( B_i \) from the goal \( B_1, \ldots, B_m \) and a clause \( A_0 \leftarrow A_1, \ldots, A_n \) from \( P \). SLD-resolution tries to \textit{unify} \( B_i \) with the head \( A_0 \), i.e. to find a substitution \( \sigma \) such that \( A_0\sigma = B_i\sigma \). Such a substitution \( \theta \) is called a \textit{unifier} of \( A_0 \) and \( B_i \). If such a unifier \( \theta \) is found, the goal is transformed into
\[
(B_1, \ldots, B_{i-1}, A_1, \ldots, A_n, B_{i+1}, \ldots, B_m)\theta.
\]
For a more precise account, see [6, 94]; for resolution on general clauses, see e.g. [89]. The complexity of unification will be dealt with in Section 7.

2.3. Datalog

Logic programming is a suitable formalism for querying relational databases. In this context, the LP-based query language \textit{datalog} and various extensions thereof have been defined. Over traditional query languages such as relational algebra or SQL-2, datalog has the advantage of being able to express recursive queries.

In the context of LP, relational databases are identified with sets of ground facts \( p(c_1, \ldots, c_n) \). Intuitively, all ground facts with the same predicate symbol \( p \) represent a data relation. The set of all predicate symbols occurring in the database together with a possibly infinite \textit{domain} for the argument constants is the \textit{schema} of the database. With each database \( D \) we associate a finite universe \( U_D \) of constants which encompasses at least all constants appearing in
A database (also, database instance) $D$ over a schema $\mathcal{D}$ is given by a finite subset of the Herbrand base $D \subseteq HB(D)$ together with an associated finite universe $U_D$ such that $C \subseteq U_D \subseteq Dom(D)$, where $C$ denotes the set of all constants actually appearing in $D$. By abuse of notation, we also write $D$ instead of $(D, U_D)$. We denote by $D[p]$ the extension of the relation $p \in Rel(D)$ in $D$. Moreover, $INST(D)$ denotes the set of all databases over $D$. A datalog query or a datalog program is a function-free logic program $P$ with three associated database schemas: the input schema $D_{in}$, the output schema $D_{out}$ and the complete schema $D$, such that the following is satisfied: $Dom(D_{in}) = Dom(D_{out}) = Dom(D)$ and $Rel(D_{in}) \subseteq Rel(D)$ and $Rel(D_{out}) \subseteq Rel(D)$ and $Rel(D_{in}) \cap Rel(D_{out}) = \emptyset$. Moreover, each predicate symbol appearing in $P$ is contained in $Rel(D)$ and no predicate symbol from $D_{in}$ appears in a rule head of $P$ (the latter means that the input database is never modified by a datalog program).

The formal semantics of a datalog program $P$ over the input schema $D_{in}$, output schema $D_{out}$, and complete schema $D$ is given by a partial mapping from instances of $D_{in}$ to instances of $D_{out}$ over the same universe. A result instance of $D_{out}$ is regarded as the result of the query. More formally, $M_P : INST(D_{in}) \mapsto INST(D_{out})$ is defined for all instances $D_{in} \in INST(D_{in})$ such that all constants occurring in $P$ appear in $U_{D_{in}}$ and maps every such $D_{in}$ to the database $D_{out} = M_P(D_{in})$ such that $U_{D_{out}} = U_{D_{in}}$ and, for every relation $p \in Rel(D_{out})$.

$$\begin{align*}
D_{out} &= \{ c \mid p(c) \in M(\text{ground}(P \cup D_{in}, \mathcal{L}(P, D_{in}))) \},
\end{align*}$$

where $M$ and $\text{ground}$ are defined as in Section 2.2 and $\mathcal{L}(P, D_{in})$ is the language of $P \cup D_{in}$ extended by all constants in the universe $U_{D_{in}}$. For all ground atoms $A \in HB(D_{out})$, we write $P \cup D_{in} \models A$ if $A \in M_P(D_{in})$ and write $P \cup D_{in} \models \neg A$ if $A \notin M_P(D_{in})$.

The semantics of datalog is thus inherited from the semantics of LP. In a similar way, the semantics of various extensions of datalog is inherited from the corresponding extensions of logic programming.

There are three interesting complexity issues connected to plain datalog and its various extensions.

- **The data complexity** is the complexity of checking whether $D_{in} \cup P \models A$ for a fixed datalog program $P$ and variable input databases $D_{in}$ and ground atoms $A$.

- **The program complexity** is the complexity of checking whether $D_{in} \cup P \models A$ for variable datalog programs $P$ and ground atoms $A$ over a fixed input database $D_{in}$. We recall that if $D_{in}$ is fixed, then the set of constants that may appear in $P$ and $A$ is fixed too.
• The combined complexity is the complexity of checking whether \( D_m \cup P \models A \) for variable datalog programs \( P \), ground atoms \( A \), and input database \( D_m \).

Note that for plain datalog, as well as for all other versions of datalog considered in this paper, the combined complexity is equivalent to the program complexity w.r.t. polynomial-time reductions. This is due to the fact that w.r.t. the derivation of ground atoms, each pair \( \langle D_m, P \rangle \) can be easily reduced to the pair \( \langle D_0, P^* \rangle \), where \( D_0 \) is the empty database instance associated with a universe of two constants \( c_1 \) and \( c_2 \), and \( P^* \) is obtained from \( P \cup D_m \) by straightforward encoding of the universe \( U_{D_m} \) using \( n \) tuples over \( \{c_1, c_2\} \), where \( n = |U_{D_m}| \). For this reason, we mostly disregard the combined complexity in the material concerning datalog. We remark, however, that due to a fixed universe, program complexity may allow for slightly sharper upper bounds than the combined complexity (e.g., \( \text{DETIME} \) vs \( \text{DEXPTIME} \)).

As for LP in general, a generalization of the combined complexity may be regarded as the main complexity measure. Below, when we speak about the complexity of a fragment of LP, we mean the following kind of complexity:

• The complexity (for LP) is the complexity of checking whether \( P \models A \) for variable both programs \( P \) and ground atoms \( A \).

3. Complexity of plain logic programming

In this section we survey some basic results on the complexity of plain LP. This section is written in a slightly more tutorial style than the following sections in order to help both readers not familiar with LP and readers not too familiar with complexity theory to grasp some key issues relating complexity theory and logic programming.

3.1. Simulation of Deterministic Turing machines by logic programs

Formally, a deterministic Turing machine (DTM) is a quintuple \( T = \langle \Sigma, \delta, s_0, S^+, \rangle \), where \( \Sigma \) is a finite alphabet of tape symbols, containing also the special blank symbol \( \# \), \( S \) is a finite set of states, \( \delta : (S \times \Sigma) \rightarrow \Sigma \times \{-1, 0, 1\} \times S \) is the transition function, \( s_0 \in S \) is the initial state, and \( S^+ \subseteq S \) is the set of accepting states; without loss of generality we assume that every accepting state is a terminal state, i.e., whenever \( T \) enters an accepting state, it remains in this state and stops running.

A DTM has a semi-infinite worktape whose cells \( c_0, c_1, c_2, \ldots \) are on input \( I \) initialized as follows. Cells \( c_0, \ldots, c_{|I|-1} \) contain the symbols of string \( I \), where \( |I| \) is the length of \( I \), and all other cells contain \( \#$.

The transition function \( \delta \) is represented by a table whose rows are quintuples \( \langle s, \alpha, \alpha', d, s' \rangle \), whose meaning is stated as follows as an if-then-rule:

\[
\text{if at some instant } \tau \text{ of time } T \text{ is in state } s, \text{ the workhead is positioned at cell } c_\pi, \text{ and cell } c_\pi \text{ holds symbol } \alpha \\
\text{then at instant } \tau + 1, T \text{ is in state } s', \text{ the cell } c_\pi \text{ holds symbol } \alpha', \text{ and the workhead is positioned at } c_{\pi + d}.
\]

Here, it is assumed without loss of generality that \( d \neq -1 \) whenever \( \pi = 0 \), i.e., the workhead never moves left of \( c_0 \).

It is possible to describe the complete evolution of a DTM \( T \) on input string \( I \) from its initial configuration at time instant \( 0 \) to the configuration at instant \( N \) by a propositional logic program \( LP(T, I, N) \). For achieving this, we define various classes of propositional atoms:

\[
\text{CC}_\alpha[\tau, \pi] \text{ for } 0 \leq \tau \leq N, 0 \leq \pi \leq N, \text{ and } \alpha \in \Sigma.
\]

Intuitive meaning: At instant \( \tau \) of the computation, cell \( \pi \) contains symbol \( \alpha \).

\[
\text{WP}[\tau, \pi] \text{ for } 0 \leq \tau \leq N, 0 \leq \pi \leq N. \text{ Intuitive meaning: At instant } \tau \text{ the workhead is positioned at cell number } \pi.
\]

\[
\text{ST}_s[\tau] \text{ for } 0 \leq \tau \leq N, \text{ and } s \in S. \text{ Intuitive meaning: At instant } \tau \text{ the machine is in state } s.
\]

ACCEPT: the machine has reached an accepting state.

Let us denote by \( I_i \) the \( i \)-th symbol of string \( I = I_0 \ldots I_{|I|-1} \). The initial configuration of \( T \) on input \( I \) is reflected by the following initialization facts in \( LP(T, I, N) \):

\[
\begin{align*}
\text{CC}_\alpha[0, \pi] & \leftarrow \text{ for } 0 \leq \pi < |I|, \text{ where } I_i = \alpha \\
\text{CC}_\#[0, \pi] & \leftarrow \text{ for } |I| \leq \pi \leq N \\
\text{WP}[0, 0] & \leftarrow \\
\text{ST}_s[0] & \leftarrow 
\end{align*}
\]

Each entry \( \langle s, \alpha, \alpha', d, s' \rangle \) of the transition table \( \delta \) is translated into the following propositional Horn clauses, which we call the transition rules. The clauses are asserted for each value of \( \tau \) and \( \pi \) such that \( 0 \leq \tau < N, 0 \leq \pi < N, \) and \( 0 \leq \pi + d \leq N \).

\[
\begin{align*}
\text{CC}_\alpha[\tau + 1, \pi] & \leftarrow \text{ST}_s[\tau], \text{CC}_\alpha[\tau, \pi], \text{WP}[\tau, \pi] \\
\text{WP}[\tau + 1, \pi + d] & \leftarrow \text{ST}_s[\tau], \text{CC}_\alpha[\tau, \pi], \text{WP}[\tau, \pi] \\
\text{ST}_s'[\tau + 1] & \leftarrow \text{ST}_s[\tau], \text{CC}_\alpha[\tau, \pi], \text{WP}[\tau, \pi]
\end{align*}
\]

These clauses almost perfectly describe what is happening during a state transition from instant \( \tau \) to instant \( \tau + 1 \). However, it should not be forgotten that those tape cells which are not changed during the transition keep their old values at instant \( \tau + 1 \). This must be reflected by what we term inertia rules. These rules are asserted for each time instant \( \tau \) and tape cells \( c_\pi, c_\pi' \), where \( 0 \leq \tau < N, 0 \leq \pi < \pi' \leq N, \) and have the following form:

\[
\begin{align*}
\text{CC}_\alpha[\tau, \pi] & \leftarrow \text{CC}_\alpha[\tau - 1, \pi] \\
\text{WP}[\tau, \pi] & \leftarrow \text{WP}[\tau - 1, \pi] \\
\text{ST}_s[\tau] & \leftarrow \text{ST}_s[\tau - 1]
\end{align*}
\]
Finally, a group of clauses termed accept rules derives the propositional atom ACCEPT, whenever an accepting configuration is reached.

\[ \text{ACCEPT} \leftarrow \text{ST}_s [\tau] \quad \text{for } 0 \leq \tau \leq N, s \in S^+ \]

By construction, the least fixpoint \( T_{LP}^{\infty} \) of the logic program \( LP = LP(T, I, N) \) is reached at \( T_{LP}^{N+2} \), and the ground atoms added to \( T_{LP}^{N+1} \), i.e., those in \( T_{LP}^{N+1} \setminus T_{LP}^{N} \), describe the configuration of \( T \) on input \( I \) at time instant \( \tau - 1 \). The fixpoint \( T_{LP}^{\infty} \) contains ACCEPT if and only if an accepting configuration has been reached by \( T \) in \( \leq N \) computation steps. We thus have:

**Lemma 3.1** \( LP(T, I, N) \models \text{ACCEPT} \) if and only if machine \( T \) accepts the input string \( I \) within \( N \) steps.

### 3.2. Complexity of propositional LP

The simulation of a DTM by a propositional logic program, as described in Section 3.1 is almost all we need in order to determine the complexity of propositional LP, i.e., the complexity of deciding whether \( P \models A \) holds for a given logic program \( P \) and ground atom \( A \).

**Theorem 3.2** (Implicit in [80, 127, 76]) Propositional LP is \( \mathbf{P} \)-complete under logspace reductions.

**Proof.** a) **Membership.** It obvious that the least fixpoint \( T_{LP}^{\infty} \) of the operator \( T_P \), given program \( P \), can be computed in polynomial time: the number of iterations (i.e. applications of \( T_P \)) is bounded by the number of rules plus one. Each iteration step is clearly feasible in polynomial time.

b) **Hardness.** Let \( A \) be a language in \( \mathbf{P} \). Thus \( A \) is decidable in \( q(n) \) steps by a DTM \( T \) for some polynomial \( q \). Transform each instance \( I \) of \( A \) to the corresponding logic program \( LP(T, I, q(|I|)) \) as described in Section 3.1. By Lemma 3.1, \( LP(T, I, q(|I|)) \models \text{ACCEPT} \) if and only if \( T \) has reached an accepting state within \( q(n) \) steps. The translation from \( I \) to \( LP(T, I, q(|I|)) \) is very simple and is clearly feasible in polynomial space, since all rules of \( LP(T, I, q(|I|)) \) can be generated independently of each other and each has size logarithmic in the input; note that the numbers \( \tau \) and \( \pi \) have \( O(\log |I|) \) bits, while all other syntactic constituents of a rule have constant size. We have thus shown that every language \( A \) in \( \mathbf{P} \) is logspace reducible to propositional LP. Hence, logic programming is \( \mathbf{P} \)-hard under logspace reductions.

Obviously, this theorem can be proved by simpler reductions from other \( \mathbf{P} \)-complete problems, e.g. from the monotone circuit value problem; however, our proof from first principles unveils the computational nature of LP and provides a basic framework which further results will be derived by slight adaptations in the sequel.

Notice that in a standard programming environment, propositional LP is feasible in linear time by using appropriate data structures, as follows from results about deciding Horn satisfiability [43]. This does not mean that all problems in \( \mathbf{P} \) are solvable in linear time; first, the model of computation used in [43] is the RAM machine, and second polynomial-time reductions may in general polynomially increase the input.

**Theorem 3.2** holds under stronger reductions. In fact, it holds under the requirement that the logspace reduction is also a polytime reduction (PLT). Briefly, a map \( f : \Pi \Rightarrow \Pi' \) from problem \( \Pi \) to problem \( \Pi' \) is a PLT-reduction, if there are polytime deterministic direct access Turing machines (DDATMs) \( N, M \) such that for all \( w \), \( N(w) = [f(w)] \) and for all \( w \) and \( n \), \( M(w, n) = \text{Bit}(n, f(w)) \), i.e., the \( n \)-th bit of \( f(w) \) (see e.g. [129] for details). (Recall that a DDATM has a separate input tape whose cells can be indirectly accessed by use of an index register tape.) Since the above encoding of a DTM into LP is highly regular, it is easily seen that it is a PLT reduction.

Syntactical restrictions on programs lead to completeness for classes inside \( \mathbf{P} \). Let \( LP(k) \) denote logic restricted to programs where each clause has at most \( k \) atoms in the body. Then, by results in [127, 77], one easily obtains

**Theorem 3.3** \( LP(1) \) is \( \mathbf{NL} \)-complete under logspace reductions.

Notice that the above DTM encoding can be easily modified to programs in \( LP(2) \). Hence, \( LP(2) \) is \( \mathbf{P} \)-complete.

Further restrictions yield problems complete for \( \mathbf{L} \) (of course, under reductions stronger than logspace reductions), which we omit here.

### 3.3. Complexity of datalog

Let us now turn to datalog, and let us first consider data complexity. Grounding \( P \) on an input database \( D \) yields polynomially many clauses in the size of \( D \); hence, the complexity of propositional LP is an upper bound for the data complexity. This is analogous for the variants of datalog we shall consider subsequently. The complexity of propositional LP is also a lower bound. Thus,

**Theorem 3.4** (Implicit in [127, 76]) Datalog is data complete in \( \mathbf{P} \).

In fact, this result follows from the proof of Theorem 6.2. An alternative proof of \( \mathbf{P} \)-hardness can be given by writing a simple datalog \textit{meta-interpreter} for propositional \( LP(k) \), where \( k \) is a constant.
Theorem 3.2, the program complexity is in EXPTIME.

Theorem 3.5 (implicit in [127, 76]) Datalog is program complete in DEXPTIME.

Proof. (Sketch) a) Membership. Grounding P on D leads to a propositional program P' whose size is exponential in the size of the fixed input database D. Hence, by Theorem 3.2, the program complexity is in DEXPTIME.

b) Hardness. In order to prove DEXPTIME-hardness, we show that if a DTM T halts in less than N = 2^n steps on a given input I where |I| = n then T can be simulated by a datalog program over a fixed input database D. In fact, we use D_0, i.e. the empty database with the universe U = \{0, 1\}.

We employ the scheme of the DTM encoding into LP from above, but use the predicates CC_\alpha(x, y), WP(x, y), ST_\alpha(x) instead of the propositional letters CC_\alpha[\tau, \pi], WP[\tau, \pi], ST_\alpha[\tau], respectively. The time points \tau and tape positions \pi from 0 to 2\^m - 1, m = n^k, are represented by m-ary tuples over U, on which the functions \tau + 1 and \pi + d are realized by means of the successor S_\mu m from a linear order \leq m on \mu^m.

For an inductive definition, suppose Succ^l(x, y), First^l(x), and Last^l(x) tell the successor, the first, and the last element from a linear order \leq^l on U^l, where x and y have arity i. Then, use rules

\begin{align*}
\text{Succ}^{l+1}(x, z, y) & \leftarrow \text{Succ}^{l}(x, y) \\
\text{Succ}^{l+1}(x, z, z', y) & \leftarrow \text{Succ}^{l}(x, z', y), \text{Last}^{l}(x), \text{First}^{l}(y) \\
\text{First}^{l+1}(x, z, x) & \leftarrow \text{First}^{l}(x), \text{First}^{l}(x) \\
\text{Last}^{l+1}(x, z, x) & \leftarrow \text{Last}^{l}(x), \text{Last}^{l}(x)
\end{align*}

Here Succ^l(x, y), First^l(x), and Last^l(x) on U^l = U must be provided. For our reduction, we use the usual ordering 0 \leq c 1 and provide those relations by the ground facts Succ^0(1), First^0(0), and Last^0(1).

The initialization facts CC_\alpha[0, \pi] are readily translated into the datalog rules CC_\alpha(x, t) \leftarrow First^m(x), \text{ where t represents the number |I|: \leq m is easily defined from } S_\mu \alpha m \text{ by two clauses.}

The transition and inertia rules are easily translated into datalog rules. For realizing \tau + 1 resp. \pi + d, use in the body atoms Succ^m(x, x'). For example, the clause

CC_\alpha[\tau + 1, \pi] \leftarrow ST_\alpha[\tau], CC_\alpha[\tau, \pi], WP[\tau, \pi]

is translated into

CC_\alpha[\tau', \pi] \leftarrow ST_\alpha[\tau], CC_\alpha(x, y), WP(x, y), Succ^m(x, x')

The translation of the accept rules is straightforward.

For the resulting datalog program P', it holds that P' \cup D_0 \models ACEPT if and only if T accepts input I in \leq N steps. It is easy to see that P' can be constructed in logarithmic workspace from T and I. Hence, datalog has DEXPTIME-hard program complexity.

Note that straightforward simplifications in the construction are possible, which we omit here, as part of it will be reused below.

Instead of using a generic reduction, the hardness part of this theorem can also be obtained by applying complexity upgrading techniques [108, 14]. We briefly outline this in the rest of this section.

This technique utilizes a conversion lemma [14] of the form “If \Pi \text{ X-reduces to } \Pi', then s(\Pi) Y-reduces to s(\Pi)';” here s(\Pi) is the succinct variant of \Pi, where the instances I of \Pi are given by a Boolean circuit C_I which computes the bits of I (see [14] for details). The strongest form of the conversion lemma appears in [129], where X is PLT and Y is monotone projection reducibility [77]. The conversion lemma gives rise to an upgrading theorem [14, 54, 66, 129], stated here in the strongest form of [129]:

Theorem 3.6 Let C_1 and C_2 be complexity classes s.t. long(C_1) \subseteq C_2. If \Pi is hard for C_2 under PLT-reductions, then s(\Pi) is hard for C_1 under projection reductions.

Here long(C_1) = \{long(A) \mid A \in C_1\}, where long(A) = \bigcup_{n \in A} \{0, 1\}^n.

From the observations in Section 3.2, we then obtain that s(LP(2)) is DEXPTIME-hard under projection reductions, where each program P is stored in the database D(P), which is represented by a binary string in the standard way.

s(LP(2)) can be reduced to evaluating a datalog program P* over a fixed database as follows. From a succinct instance of LP(2), i.e., a Boolean circuit C_I for I = D(P), Boolean circuits C_i for computing R_i, 0 \leq i < 2 can be constructed which use negation merely on input gates.

Each such circuit C_i(x) can be simulated by straightforward datalog rules. E.g., an \&-gate g_i with input from gates
\(g_j\) and \(g_k\) is described by a rule \(g_i(x) \leftarrow g_j(x), g_k(x)\), and an \(\lor\)-gate \(g_i\) is described by the rules \(g_i(x) \leftarrow g_j(x)\) and \(g_i(x) \leftarrow g_k(x)\).

The desired program \(P^*\) comprises the rules for the Boolean circuits \(C_i\) and the rules of the meta-interpretation \(P_{MI}(k)\), which are adapted for a binary encoding of the domain \(U_{D(P)}\) of the database \(D(P)\) by using binary tuples of arity \([\log |U_{D(P)}|]\). This construction is feasible in log-space, from which DEXPTIME-hard program complexity of datalog follows. See [54, 55, 66] for details.

### 3.4. Complexity of LP with functions

Let us see what happens if we allow function symbols in logic programs. In this case, entailment of an atom is no longer decidable. To prove it, we can, for example, reduce Hilbert’s Tenth Problem to the query answering in full LP.

Natural numbers can be represented using the constant \(s\), addition and multiplication defined as follows. Take an arbitrary stratification \(I\), and then remove all negative literals from the remaining rules.

**Theorem 3.7 ([5, 121])** *Full LP is r.e.-complete.*

Of course, this theorem may as well be proved by a simple encoding of Turing machines similar as in the proof of Theorem 3.5 (use terms \(f^n(c), n \geq 0\), for representing cell positions and time instants). Theorem 3.7 was generalized in [130] for more expressive S-semantics and C-semantics [59].

A natural decidable fragment of LP with functions are non-recursive programs, in which intuitively no predicate depends syntactically on itself (see Section 4.1 for a definition). Their complexity is characterized by the following theorem.

**Theorem 3.8 ([37])** *Non-recursive LP is NEXPTIME-complete.*

The membership is established by applying SLD-resolution with constraints. The size of the derivation turns out to be exponential. NEXPTIME-hardness is proved by reduction from the tiling problem for the square \(2^n \times 2^n\).

Some other fragments of LP with function symbols are known to be decidable. For example, the following result was established in [120], by using a simulation of alternating Turing machines by logic programs and vice versa.

**Theorem 3.9 ([120])** *LP with function symbols is PSPACE-complete, if each rule is restricted as follows: The body contains only one atom, the size of the head is greater than or equal to that of the body, and the number of occurrences of any variable in the body is less than or equal to the number of its occurrences in the head.*

For further investigations of decidability of subclasses of logic programs, see [40]. See also [20, 60] for further material on recursion-theoretic issues related to LP.

### 4. Complexity of LP with negation

#### 4.1. Stratified negation

A literal \(L\) is either an atom \(A\) (called *positive*) or a negated atom \(\neg A\) (called *negative*). Literals \(A\) and \(\neg A\) are *complementary*; for any literal \(L\), we denote by \(\neg L\) its complementary literal, and for any set \(Lit\) of literals, \(\neg Lit = \{\neg L \mid L \in Lit\}\).

A *normal clause* is a rule of the form

\[
A \leftarrow L_1, \ldots, L_m \quad (m \geq 0)
\]

where \(A\) is an atom and each \(L_i\) is a literal. A *normal logic program* is a finite set of normal clauses.

The semantics of normal logic programs is not straightforward, and numerous proposals exist (cf. [9]). However, there is general consensus for stratified normal logic programs.

A normal logic program \(P\) is *stratified* [8], if there is an assignment \(str(\cdot)\) of integers \(0, 1, \ldots\) to the predicates \(p\) in \(P\), such that for each clause \(r\) in \(P\) the following holds: If \(p\) is the predicate in the head of \(r\) and \(q\) the predicate in an \(L_i\) from the body, then \(str(p) \geq str(q)\) if \(L_i\) is positive, and \(str(p) > str(q)\) if \(L_i\) is negative.

The *reduct* of a normal logic program \(P\) by a Herbrand interpretation \(I\) [64], denoted \(P^I\), is obtained from \(ground(P)\) as follows: first remove every clause \(r\) with a negative literal \(L\) in the body such that \(\neg L \in I\), and then remove all negative literals from the remaining rules. Notice that \(P^I\) is a set of ground Horn clauses.

The semantics of a stratified normal program \(P\) is then defined as follows. Take an arbitrary stratification \(str\). Denote by \(P_{str}^\sigma\) the set of rules \(r\) such that \(str(p) = \sigma\), where \(p\) is the head predicate of \(r\). Define a sequence of Herbrand interpretations: \(M_0 = \emptyset\), and \(M_{k+1}\) is the least Herbrand model of \(P^\sigma \cup M_k\) for \(k \geq 0\). Finally, let

\[
M_{str}(P) = \bigcup_{\sigma} M_{\sigma} \cup \{\neg A \mid A \notin \bigcup_{\sigma} M_{\sigma}\}.
\]

The semantics \(M_{str}\) does not depend on the stratification \(str\) [8]. Note that in the propositional case \(M_{str}(P)\) is polynomially computable.
Theorem 4.1 (implicit in [8]) Stratified propositional LP is P-complete. Stratified datalog is data complete in P and program complete in DEXPTIME.

For full LP, stratified negation yields the arithmetical hierarchy.

Theorem 4.2 ([7]) Full LP with \( n \) levels of stratified negation is \( \Sigma_{n+1}^P \)-complete.

See [21, 107] for further complexity results on stratification.

A particular case of stratified negation are non-recursive logic programs. A stratified program is non-recursive, if it has a stratification such that each predicate \( P \) occurs in its defining stratum \( P_{\text{str}}(p) \) only in the heads of rules. E.g., the logic program produced by the DTM encoding from above is non-recursive.

Theorem 4.3 (implicit [77, 127]) Non-recursive propositional LP is P-complete. Non-recursive datalog has logtime uniform AC\(^0\) data complexity [77] and is program complete in PSPACE.

4.2. Well-founded negation

Roughly, the well-founded semantics [125] (WFS) assigns value “unknown” to atom \( A \), if it is defined by unstratified negation. Briefly, WFS can be defined as follows [16]. Let \( F_P(I) \) be the operator \( F_P(I) = T^{\omega}_P \). Since \( F_P(I) \) is anti-monotone, \( F_P(I) \) is monotone, and thus has a least and a greatest fixpoint, denoted by \( F_P^{\omega} \) and \( F_P^{\omega} \), respectively. Then, the meaning of a program \( P \) under WFS, \( M_{\text{wfs}}(P) \), is

\[
M_{\text{wfs}}(P) = F_P^{\omega} \cup \{ \neg A \mid A \notin F_P^{\omega} \}.
\]

Notice that on stratified programs, WFS and stratified semantics coincide.

Theorem 4.4 (implicit in [124, 125]) LP under WFS is P-complete. Datalog under WFS is data complete in P and program complete in DEXPTIME.

Whether deciding \( P \models_{\text{wfs}} A \) can be done in linear-time is open [19]. For full LP, the following is known.

Theorem 4.5 ([119]) Full LP under WFS is \( \Pi_1^P \)-complete.

4.3. LP under the stable model semantics

An interpretation \( I \) of a normal logic program \( P \) is a stable model of \( P \) [64], if \( I = T_{P^I}^\omega \), i.e., \( I \) is the least Herbrand model of \( P^I \).

In general, a normal logic program \( P \) may have zero, one, or multiple stable models.

Example 4 Let \( P \) be the following program:

\[
sleep \leftarrow \neg \text{work}.
\]

\[
\text{work} \leftarrow \neg \text{sleep}.
\]

Then \( M_1 = \{ \text{sleep} \} \) and \( M_2 = \{ \text{work} \} \) are the stable models of \( P \).

Denote by SM\((P)\) the set of stable models of \( P \). The meaning of \( P \) under the stable model semantics (SMS) is

\[
M_{\text{st}}(P) = \bigcap_{M \in \text{SM}(P)} (M \cup \neg(B_P \setminus M)).
\]

Note that every stratified \( P \) has a unique stable model, and its stratified and stable semantics coincide. Unstratified rules increase complexity.

Theorem 4.6 ([199]) Given a propositional logic program \( P \), deciding whether \( \text{SM}(P) \neq \emptyset \) is NP-complete.

Proof. a) Membership. Clearly, \( P^I \) is polynomial time computable from \( P \) and \( I \). Hence, a stable model \( M \) of \( P \) can be guessed and checked in polynomial time.

b) Hardness. Modify the DTM encoding in Section 3 for a nondeterministic Turing machine (NTM) \( T \) as follows. For each state \( s \) and symbol \( \alpha \), introduce atoms \( B_{s,\alpha,\tau} \) for all \( 1 \leq \tau < N \) and transitions \( \langle s, \alpha, \alpha', s' \rangle \). Add \( B_{s,\alpha,i} \) in the bodies of the transition rules for \( \langle s, \alpha, \alpha', s' \rangle \) and the rule

\[
B_{s,\alpha,i} \leftarrow \neg B_{s,\alpha,1}, \ldots, \neg B_{s,\alpha,i-1}, \neg B_{s,\alpha,k}.
\]

Intuitively, these rules nondeterministically select precisely one of the possible transitions for \( s, \alpha \) at time instant \( \tau \), whose transition rules are enabled via \( B_{s,\alpha,i} \). Finally, add a rule

\[
\text{ACCEPT} \leftarrow \neg \text{ACCEPT}.
\]

It ensures \( \text{ACCEPT} \) is true in every stable model. The stable models \( M \) of the resulting program correspond to the accepting runs of \( T \).

As an easy consequence,

Theorem 4.7 ([199, 119]; cf. also [85]) LP under SMS is \( \text{co-NP} \)-complete. Datalog under SMS is data complete in \( \text{co-NP} \) and program complete in \( \text{co-NEXPTIME} \).

For full LP, SMS has the same complexity as WFS.

Theorem 4.8 ([119, 98]) Full LP under SMS is \( \Pi_1^P \)-complete.

Further results on stable models of recursive (rather than only finite) logic programs can be found in [97].
4.4. Inflationary and noninflationary semantics

The inflationary semantics (INFS) [3, 2] is inspired by inflationary fixpoint logic [71]. In place of \( T^\infty_p \), it uses the limit \( \bar{T}^\infty_p \) of the sequence \( T^0_p = \emptyset, \bar{T}^{i+1}_p = \bar{T}_p(T_p), i \geq 0 \), where \( \bar{T}_p \) is the inflationary operator \( \bar{T}(I) = I \cup T_p(I) \). Clearly, \( \bar{T}^\infty_p \) is computable in polynomial time for a propositional program \( P \). Moreover, \( \bar{T}^\infty_p \) coincides with \( T^\infty_p \) for Horn clause programs \( P \). Therefore, by the above results

Theorem 4.9 ([3]; implicit in [71]) LP under INFS is P-complete. Datalog under INFS is data complete in \( \text{PSPACE} \) and program complete in \( \text{DEXPTIME} \).

The noninflationary semantics (NINFS) [3], in the version of [4, page 373], uses in place of \( T^\infty_p \) the limit \( \bar{T}^\infty_p \) of the sequence \( T^0_p = \emptyset, \bar{T}^{i+1}_p = \bar{T}_p(T_p), i \geq 0 \), where \( \bar{T}_p(I) = T_p(I), \) if it exists; otherwise, \( \bar{T}^\infty_p \) is undefined. Similar equivalent algebraic query languages have been described earlier in [28, 127]. In particular, datalog under NINFS is equivalent to partial fixpoint logic [3, 2].

As easily seen, \( \bar{T}^\infty_p \) is for a propositional program \( P \) computable in polynomial space; this bound is tight.

Theorem 4.10 (3, 2) LP under NINFS is \( \text{PSPACE} \)-complete. Datalog under NINFS is data complete in \( \text{PSPACE} \) and program complete in \( \text{EXPSPACE} \).

4.5. Further semantics of negation

A number of interesting further semantics, e.g. partial (maximal) stable models, regular models, perfect models, 2- and 3-valued completion semantics, fixpoint models, must remain undiscussed here; see e.g. [119, 115, 85] for more details and complexity results.

5. Disjunctive logic programming

Informally, disjunctive logic programming (DLP) extends LP by adding disjunction in the rule heads, in order to allow more suitable knowledge representation and to increase expressiveness. E.g.,

\[ \text{male}(X) \lor \text{female}(X) \leftarrow \text{person}(X) \]

naturally represents that any person is either male or female.

A disjunctive (general) logic program is a set of clauses

\[ A_1 \lor \cdots \lor A_k \leftarrow L_1, \ldots, L_m \quad (k \geq 1, m \geq 0). \quad (3) \]

For a background, see [95] and the more recent [105]. The semantics of \( \neg \)-free disjunctive logic programs is based on minimal Herbrand models, as the least (unique minimal) model does not exist in general.

Example 5 \( P = \{ p \lor q \leftarrow \} \) has the two minimal models \( M_1 = \{ p \} \) and \( M_2 = \{ q \} \).

Denote by MM(\( P \)) the set of minimal Herbrand models of \( P \). The Generalized Closed World Assumption [104] (GCWA) for negation-free \( P \) amounts to the meaning \( M_{\text{GCWA}}(P) = \{ L \mid \text{MM}(P) \models L \} \).

Example 6 Consider the following program \( P' \), describing the behavior of a reviewer while reviewing a paper:

\[
\begin{align*}
good \lor \text{bad} & \leftarrow \text{paper} \\
\text{happy} & \leftarrow \text{good} \\
\text{angry} & \leftarrow \text{bad} \\
\text{smoke} & \leftarrow \text{happy} \\
\text{smoke} & \leftarrow \text{angry} \\
\text{paper} & \leftarrow
\end{align*}
\]

The following models of \( P' \) are minimal:

\[ M_1 = \{ \text{paper}, \text{good}, \text{happy}, \text{smoke} \} \] and \[ M_2 = \{ \text{paper}, \text{bad}, \text{angry}, \text{smoke} \}. \]

Under GCWA, we have \( P \models_{\text{GCWA}} \text{smoke} \), while \( P \not\models_{\text{GCWA}} \text{good} \) and \( P \not\models_{\text{GCWA}} \neg \text{good} \).

Theorem 5.1 ([48]) (i) Deciding \( P \models_{\text{GCWA}} A \) is co-NP-complete, and (ii) deciding \( P \models_{\text{GCWA}} \neg A \) is \( \Pi_2^p \)-complete.

Proof. It is easy to see that for an atom \( A \), it holds \( P \models_{\text{GCWA}} A \) if and only if \( P \models_{\text{PC}} A \), where \( \models_{\text{PC}} \) is classical logical consequence. Hence, by the well-known NP-completeness of SAT, part (i) is obvious.

Let us thus consider part (ii).

a) Membership. It holds \( P \not\models_{\text{GCWA}} \neg A \), if and only if there exists an \( M \in \text{MM}(P) \) such that \( M \not\models A \), i.e., \( A \in M \). Clearly, a guess for \( M \) can be verified with an oracle for NP in polynomial time; from this, membership of the problem in \( \Pi_2^p \) follows.

b) Hardness. (Sketch) We show \( \Pi_2^p \)-hardness by an encoding of alternating Turing machines (ATM) [30]. Recall that an ATM \( T \) has its set of states partitioned into existential (\( \exists \)) and universal (\( \forall \)) states. If the machine reaches an \( \exists \)-state (resp. \( \forall \)-state) \( s \) in a run, then the input is accepted if the computation continued in some (resp. all) of the possible successor configurations is accepting.

The polynomial-time bounded ATMs which start in a \( \exists \)-state \( s_0 \) and have one alternation, i.e., precisely one transition from a \( \forall \)-state to an \( \exists \)-state in each run (and no reverse transition), solve precisely the problems in \( \Pi_2^p \) [30].

By adapting the construction in the proof of Theorem 4.6, we show how any such machine \( T \) on input \( I \) can be simulated by a disjunctive logic program \( P \) under GCWA. W.l.o.g., we assume that each run of \( T \) is polynomial-time bounded [13].
We start from the clauses constructed for the NTM $T$ on input $I$ in the proof of Theorem 4.6, from which we drop the clause $\text{ACCEPT} \leftarrow \lnot \text{ACCEPT}$ and replace the clauses

\[ B_{s,\alpha,i}[\tau] \leftarrow \lnot B_{s,\alpha,i}[\tau], \ldots, \lnot B_{s,\alpha,i-1}[\tau], \]
\[ \lnot B_{s,\alpha,i+1}[\tau], \ldots, \lnot B_{s,\alpha,k}[\tau]. \]

by the logically equivalent disjunctive clauses

\[ B_{s,\alpha,i}[\tau] \lor \cdots \lor B_{s,\alpha,k}[\tau] \leftarrow . \]

Intuitively, in a minimal model precisely one of the atoms $B_{s,\alpha,i}[\tau]$ will be present, which means that one of the possible branchings is followed in a run. The current clauses constitute a propositional program which derives $\text{ACCEPT}$ under GCWA iff $T$ would accept $I$ if all its states were universal. We need to respect the $\exists$-states, however. For each $\exists$-state $s$ and time point $\tau > 0$, we set up the following clauses, where $s'$ is any $\exists$-state, $\tau \leq \tau' \leq N$, $0 \leq \pi \leq N$, and $1 \leq i \leq k$:

\[ \text{ST}_{s'}[\tau'] \leftarrow \text{NACCEPT}, \text{ST}_{s}[\tau], \]
\[ \text{CCR}_{s'}[\tau',\pi] \leftarrow \text{NACCEPT}, \text{ST}_{s}[\tau], \]
\[ \text{WP}_F[\tau',\pi] \leftarrow \text{NACCEPT}, \text{ST}_{s}[\tau], \]
\[ B_{s,\alpha,i}[\tau'] \leftarrow \text{NACCEPT}, \text{ST}_{s}[\tau]. \]

Intuitively, these rules state that if a nonaccepting run enters an $\exists$-state, i.e., $N\text{ACCEPT}$ is true, then all relevant facts involving a time point $\tau' \geq \tau$ are true. This way, nonaccepting runs are tilted. Finally, we set up for each nonaccepting terminal $\exists$-state $s$ the clauses

\[ \text{NACCEPT} \leftarrow \text{ST}_{s}[\tau], 0 < \tau \leq N. \]

Intuitively, these clauses state that $N\text{ACCEPT}$ is true if the run ends in a nonaccepting state.

Let the resulting program be $P^+$. The minimal models $M$ of $P^+$ which do not contain NACCEPT correspond to the accepting runs of $T$.

It can be seen that the minimal models of $P^+$ which contain NACCEPT correspond to the partial runs of $T$ from the initial state $s_0$ to an $\exists$-state $s$ from which no completion of the run ending in an accepting state is possible. This implies that $P^+$ has some minimal model $M$ containing NACCEPT precisely if $T$, by definition, does not accept input $I$. Consequently, $P^+ \models_{\text{GCWA}} \lnot \text{NACCEPT}$, i.e., $N\text{ACCEPT}$ is in no minimal model of $P^+$, if and only if $T$ accepts input $I$.

It is clear that the program $P^+$ can be constructed using logarithmic workspace. Consequently, deciding $P \models_{\text{GCWA}} \lnot A$ is $\Pi^2_2$-hard under logspace reductions.

Notice that many problems in the field of nonmonotonic reasoning are $\Pi^2_2$-complete, e.g. [65, 47, 50].

Stable negation naturally extends to disjunctive logic programs, by adopting that $\tau$ is a stable model of a disjunctive logic program $P$ iff $I \in \text{MM}(P^I)$ [111]; it subsumes disjunctive stratified semantics. For well-founded semantics, no such natural extension is known. Clearly, $P^I$ is easily computed, and $P^I = P$ if $P$ is negation-free. Thus,

**Theorem 5.2 ([49, 54, 55])** DLP under SMS is $\Pi^2_2$-complete. Disjunctive datalog under SMS is data complete in $\Pi^2_2$ and program complete in co-NEXPTIMENP.

The latter result was derived by utilizing complexity upgrading techniques as described above in Section 3.3.

In the case with functions, we have:

**Theorem 5.3 ([31])** Full DLP under GCWA is $\Pi^0_2$-complete.

**Theorem 5.4 ([49])** Full DLP under SMS is $\Pi^1_2$-complete.

Thus, disjunction adds complexity under GCWA and under SMS in finite Herbrand universes (unless co-NP = $\Pi^1_2$), but not in infinite ones. This is intuitively explained by the fact that DLP under SMS corresponds to a weak fragment of $\Pi^1_2$ which can be recursively translated to $\Pi^1_2$.

Many other semantics for DLP have been analyzed, some having lower complexity than SMS, e.g., the possible model semantics [27, 116] and the causal model semantics [42], and others higher, e.g. the regular model semantics [57]. However, typically they are $\Pi^2_2$-complete in the propositional case. (cf. [49, 100]).

### 6. Expressive power of logic programming

The **expressive power** of query languages such as datalog is a topic common to database theory [2] and finite model theory [46] that has attracted much attention by both communities.

By the **expressive power** of a query language, we understand the set of all queries expressible in that language. Note that we will not only mention query languages used in database systems, but also formalisms used in formal logic and finite model theory such as first and second-order logic over finite structures or fixpoint logic (for precise definitions consult [46]).

In general, a query $q$ defines a mapping $M_q$ that to each suitable input database $D_{in}$ (over a fixed input schema) assigns a result database $D_{out} = M_q(D_{in})$ (over a fixed output schema); more logically speaking, a query defines global relations [70]. For reasons of representation independence, a query should, in addition, be **generic**, i.e., invariant under automorphisms. This means that if $\tau$ is an automorphism of the input database, permuting elements of the universe, i.e., names of constants, then $\mathcal{M}(\tau(D_{in})) =$
An early foundational result in this field was Fagin’s Theorem stating that existential second-order logic over finite structures captures the Polynomial Hierarchy query language.

There are two important research tasks in this context. The first is comparing two query languages \( Q_1 \) and \( Q_2 \) in their expressive power. One may prove, for instance, that \( Q_1 \subseteq Q_2 \), which means the set of all queries expressible in \( Q_1 \) is a proper subset of the queries expressible in \( Q_2 \), and hence, \( Q_2 \) is strictly more expressive than \( Q_1 \). Or one may show that two query languages \( Q_1 \) and \( Q_2 \) have the same expressive power, denoted by \( Q_1 = Q_2 \), and so on.

The second research task, more related to complexity theory, is determining the absolute expressive power of a query language. This is mostly achieved by proving that a given query language \( Q \) is able to express exactly all queries whose evaluation complexity is in a complexity class \( C \).

In this case, we say that \( Q \) captures \( C \) and write simply \( Q = C \). The evaluation complexity of a query is the complexity of checking whether a given atom belongs to the query result, or, in the case of Boolean queries, whether the query evaluates to true.

Note that there is a substantial difference between showing that the query evaluation problem for a certain query language \( Q \) is \( C \)-complete and showing that \( Q \) captures \( C \). If the evaluation problem for \( Q \) is \( C \)-complete, then at least one \( C \)-hard query is expressible in \( Q \). If \( Q \) captures \( C \), then \( Q \) expresses all queries evaluable in \( C \) (including of course all \( C \)-hard queries). Thus, usually proving that \( Q \) captures \( C \) is much more involved than proving that evaluating \( Q \)-queries is \( C \)-hard. Note also that it is possible that a query language \( Q \) captures a complexity class \( C \) for which no complete problems exist or are known. As an example, second-order logic over finite structures captures the Polynomial Hierarchy \( PH \), although the existence of a complete problem of \( PH \) would imply its collapse.

The subdiscipline of database theory and finite model theory dealing with the description of the expressive power of query languages and related logical formalisms via complexity classes is called descriptive complexity theory. An early foundational result in this field was Fagin’s Theorem stating that existential second-order logic captures \( NP \). In the eighties and nineties, descriptive complexity theory has become a flourishing discipline with many deep and useful results.

To prove that a query language \( Q \) captures a machine-based complexity class \( C \), one usually shows that each \( C \)-machine with (encodings of) finite structures as inputs that computes a generic query can be represented by an expression in language \( Q \). There is, however, a slight mismatch between ordinary machines and logical queries. A Turing machine works on a string encoding of the input database \( D \). Such an encoding provides an implicit linear order on \( D \), in particular, on all elements of the universe \( U_D \). The Turing machine can take profit of this order and use this order in its computations (as long as genericity is obeyed). On the other hand, in logic or database theory, the universe \( U_D \) is a pure set and thus unordered. For “powerful” query languages of inherent nondeterministic nature at the level of \( NP \) this is not a problem, since an ordering on \( U_D \) can be nondeterministically guessed. However, for many query languages, in particular, for those corresponding to complexity classes below \( NP \), generating a linear order is not possible. Therefore, one often assumes that a linear ordering of the universe elements is predefined, i.e., given explicitly in the input database. More specifically, by ordered databases or ordered finite structures, we mean databases whose schemas contain special relation symbols \( Succ, First, \) and \( Last, \) that are always interpreted such that \( Succ(x, y) \) is a successor relation of some linear order and \( First(x) \) determines the first element and \( Last(x) \) the last element in this order. The importance of predefined linear orderings becomes evident in the next two theorems.

Before coming to the theorems, we must highlight another small mismatch between the Turing machine and the datalog setting. A Turing machine can consider each input bit independently of its value. On the other hand, a plain datalog program is not able to detect that some atom is not a part of the input database. This is due to the representational peculiarity that only positive information is present in a database, and that the negative information is understood via the closed world assumption. To compensate this deficiency, we will slightly augment the syntax of datalog. Throughout this section, we will assume that input predicates may appear negated in datalog rule bodies; the resulting language is datalog\(^+\). This extremely limited form of negation is much weaker than stratified negation, and could be easily circumvented by adopting a different representation for databases.

**Theorem 6.1 (a fortiori from [28])** Datalog\(^+\) \( \subseteq \) \( P \).

**Proof.** (Hint.) Show that there exists no datalog\(^+\) program \( P \) that can tell whether the universe \( U \) of the input database has an even number of elements.

**Theorem 6.2 ([109, 67]; implicit in [127, 76])** On ordered databases, datalog\(^+\) captures \( P \).

**Proof.** (Sketch) By Theorem 4.1, query answering for a fixed datalog\(^+\) program is in \( P \). It thus remains to show that each polynomial-time DTM \( T \) on finite input databases \( D \in INST(D_{in}) \) can be simulated by a datalog\(^+\) program. To show this, we first make some simplifying assumptions.

1. The universe \( U_D \) is an initial segment \([0, n - 1]\) of the integers, and \( Succ, First, \) and \( Last \) are from the natural linear ordering over this segment.
2. The input database schema $D_{in}$ consists of a single binary relation $G$, plus the predefined predicates $Succ$, $First$, $Last$. In other words, $D$ is always a graph $(U, G)$.

3. $T$ computes a Boolean (0-ary) predicate.

4. $T$ operates in $< n^k$ steps, where $n = |U| > 1$.

The simulation is akin to the simulation used in the proofs of Theorems 3.2 and 3.5.

Recall the framework of Section 3.1. In the spirit of this framework, it suffices to encode $n^k$-time points $\tau$ and tape-cell numbers $\pi$ within a fixed datalog program. This is achieved by considering $k$-tuples $x = (x_1, \ldots, x_k)$ of variables $x_i$ ranging over $U$. Each such $k$-tuple encodes the integer $\text{int}(x) = \sum_{i=1}^{k} x_i \times n^{k-i}$.

The simulation starts at time point 0, where the worktape of $T$ contains an encoding of the input graph. Recall that in Section 3.1, this was reflected by the initialization facts

$$CC_0[0, \pi] \leftarrow 0 \leq \pi < |I|, \text{ where } I_\pi = \alpha.$$ 

Before translating these rules into appropriate datalog rules, we shall spend a word about how input graphs are usually represented as binary strings. A graph $(U, G)$ is encoded as binary string $\text{enc}(U, G)$ of length $|U|^2$. If $G(i, j)$ is true for $i, j \in U = [0, n-1]$, then bit number $i + n \times j$ of $\text{enc}(U, G)$ is 1, otherwise this bit is 0.

The bit positions of $\text{enc}(U, G)$ are exactly the integers from 0 to $n^2 - 1$. These integers are represented by all $k$-tuples $(0^{k-2}, x, y)$ such that $x, y \in U$. Moreover, the bit-position $\text{int}((0^{k-2}, x, y))$ of $\text{enc}(U, G)$ is 1 iff $G(x, y)$ is true in the input database and 0 otherwise.

The above initialization rules can therefore be translated into the datalog rules

$$CC_1(0^k, 0^{k-2}, x, y) \leftarrow G(x, y)$$
$$CC_0(0^k, 0^{k-2}, x, y) \leftarrow \neg G(x, y)$$

Intuitively, the first rule says that if $G(x, y)$ is true, then at time point 0 = int$(0^k)$, bit number int$((0^{k-2}, x, y))$ of the worktape is 1 if $G(x, y)$ is true. The second rule states that the same bit is false if $G(x, y)$ is false. Note that the second rule applies negation to an input predicate. This is the only rule in the entire datalog$^+$ program using negation. Clearly, these two rules simulate that at time point 0, the cells $c_0, \ldots, c_{n^2-1}$ contain precisely the string $\text{enc}(U, G)$.

The other initialization rules described in Section 3.1 are also easily translated into appropriate datalog rules. Let us now see how the other rules are translated into datalog.

From the linear order given by $\text{Succ}(x, y)$, $\text{First}(x)$, and $\text{Last}(x)$, it is easy to define by datalog clauses a linear order $\leq^k$ on $k$-tuples $\text{Succ}^k(x, y)$, $\text{First}^k(x)$, $\text{Last}^k(x)$ (see the proof of Theorem 3.5), by using $\text{Succ}^1 = \text{Succ}$, $\text{First}^1 = \text{First}$ and $\text{Last}^1 = \text{Last}$.

By using $\text{Succ}^k$, transition rules, inertia rules and the accept rules are easily translated into datalog as in the proof of Theorem 3.5.

The output schema of the resulting datalog program $P^+$ is defined to be $D_{out} = \{\text{ACCEPT}\}$. It is clear that this program evaluates to true on input $D = (U, G)$, i.e., $P^+ \cup D \models \text{ACCEPT}$ true, if $T$ accepts $\text{enc}(U, G)$.

The generalization to a setting where the simplifying assumptions 1–4 are not made is rather straightforward and is omitted.

Let us now state somewhat more succinctly interesting results on datalog. A prominent query language is fixpoint logic (FPL), which is the extension of first-order logic by a least fixpoint operator $\text{fp}(x, \varphi, S)$, where $S$ is a $|x|$-ary predicate occurring positively in $\varphi = \varphi(x; S)$ and $x_1, \ldots, x_k$ are free variables in $\varphi$; intuitively, it returns the least fixpoint of the operator $\Gamma$ defined by $\Gamma(S) = \{a \mid D \models \varphi(a; S)\}$. See [28, 2, 46] for details.

As shown in [28], FPL expresses a proper subset of the queries in $P$. Datalog$^+$ relates to FPL as follows.

**Theorem 6.3 ([29])** Datalog$^+ = FPL^+$, i.e., coincides with the fragment of FPL having negation restricted to database relations and only existential quantifiers.

**Theorem 6.4 ([84]; implicit in [36])** Stratified datalog $\subset$ FPL$^+$.

The previous theorem is not obvious. In fact, for some time coincidence of the two languages was assumed, based on [29]. The non-recursive fragment of datalog coincides with well-known database query languages.

**Theorem 6.5 (cf. [2])** Non-recursive datalog $=$ relational algebra = SQL = relational calculus.

Unstratified negation yields higher expressive power.

**Theorem 6.6 ([124];[3], using [71])** Datalog under WFS $= FPL$; FPL$= \text{datalog under INFS}$.

As recently shown, the previous result holds also for total WFS (i.e., the well-founded model is always total) [61].

On ordered databases, Theorem 6.2 and the theorems in Section 4 imply

**Theorem 6.7** On ordered databases, stratified datalog, datalog under INFS, and datalog under WFS capture $P$.

Syntactical restrictions allow to capture classes within $P$. Let datalog$^+(1)$ be the fragment of datalog$^+$ where each rule has most one nondatabase predicate in the body, and let datalog$^+(1, d)$ be the fragment of datalog$^+(1)$ where each predicate occurs in at most one rule head.
Theorem 6.8 ([67, 128]) On ordered databases, datalog+(1) captures NL and datalog+(1, d) captures L.

Due to inherent nondeterminism, stable semantics is much more expressive.

Theorem 6.9 ([119]) Datalog under SMS captures co-NP.

Note that for this result an order on the input database is not needed. Informally, in each stable model such an ordering can be guessed and checked by the program. By Fagin’s Theorem [58], this implies that datalog under SMS is equivalent to the existential fragment of second-order logic over finite structures.

Theorem 6.10 ([3]) On ordered databases, datalog under NINFS captures PSPACE.

Here ordering is needed. An interesting result in this context, formulated in terms of datalog, is the following [3]: datalog under NINFS = datalog on NINFS on arbitrary finite databases if and only if P=PSPACE. While the “only if” direction is obvious, the proof of the “if” direction is involved. It is one of the rare examples that translates open relationships between deterministic complexity classes into corresponding relationships between query languages.

Finally, we briefly address the expressive power of disjunctive logic programs and full logic programs. In the latter case, the input databases are arbitrary (not necessary recursive) relations on the genuine (infinite) Herbrand universe of the program.

Theorem 6.11 ([54, 55]) Disjunctive datalog under SMS captures \(\Pi^P_2\).

Theorem 6.12 ([119, 51]) Full LP under WFS, full LP under SMS, and full DLP under SMS all express \(\Pi^P_1\).

For further expressiveness results, see e.g. [119, 114, 115, 57]. In particular, further classes of the polynomial hierarchy can be captured by variants of stable models [115, 114, 57, 23] as well as through modular logic programming [56].

7. Unification and its complexity

What is the complexity of query answering for very simple logic programs consisting of one fact? This problem leads us to the problem of solving equations over terms, known as the unification problem. Unification lies in the very heart of implementations of LP and automated reasoning systems.

Atoms or terms \(s\) and \(t\) are called unifiable if there exists a substitution \(\theta\) that makes them equal, i.e. the terms \(s\theta\) and \(t\theta\) coincide; such a substitution \(\theta\) is called a unifier of \(s\) and \(t\). The unification problem is the decision problem: given terms \(s\) and \(t\), are they unifiable?

Robinson described in [113] an algorithm that solves this problem and, if the answer is positive, computes a most general unifier of given two terms. His algorithm had exponential time and space complexity mainly because of the representation of terms by strings of symbols. Using better representations (for example, by directed acyclic graphs), Robinson’s algorithm was improved to linear time algorithms (e.g. [101, 110]).

Theorem 7.1 ([44, 131, 45]) The unification problem is \(P\)-complete under logspace reductions.

\(P\)-hardness of the unification problem was proved by reductions from some versions of the circuit value problem in [44, 131, 45]. (Article [91] stated that unifiability is complete in co-NL, however, [44] gives a counterexample to the proof in [91].)

Also, many quadratic time and almost linear time unification algorithms have been proposed because these algorithms are often more suitable for applications and generalizations (see a survey of main unification algorithms in [12]). Here we mention only Martelli and Montanari’s algorithm [102] based on ideas going back to famous Herbrand’s work [73]. Modifications of this algorithm are widely used for unification in equational theories and rewriting systems. The time complexity of Martelli and Montanari’s algorithm is \(O(nA^{-1}(n))\) where \(A^{-1}\) is a function inverse to Ackermann’s function (thus, \(A^{-1}(n)\) grows very slowly).

8. Logic programming with equality

The relational model of data deals with simple values, namely tuples consisting of atomic components. Various generalizations and formalisms have been proposed to handle more complex values like nested tuples, tuples of sets, etc. [1]. Most of these formalisms can be expressed in terms of LP with equality [62, 63, 74, 72, 39] and constraint logic programming considered in Section 9.

8.1. Equational theories

Let \(\mathcal{L}\) be a language containing the equality predicate \(=\). By an equation over \(\mathcal{L}\) we mean an atom \(s = t\) where \(s\) and \(t\) are terms in \(\mathcal{L}\). An equational theory \(E\) over \(\mathcal{L}\) is a set of equations closed under the logical consequence relation, i.e. a set satisfying the following conditions: (i) \(E\) contains the equation \(x = x\); (ii) if \(E\) contains \(s = t\) then \(E\) contains \(t = s\); (iii) if \(E\) contains \(r = s\) and \(s = t\) then \(E\) contains \(r = t\); (iv) if \(E\) contains \(s_1 = t_1, \ldots, s_n = t_n\).
then $E$ contains $f(s_1, \ldots, s_n) = f(t_1, \ldots, t_n)$ for each $n$-ary function symbol $f \in \mathcal{L}$; and (v) if $E$ contains $s = t$ then $E$ contains $s \theta = t \theta$ for all substitutions $\theta$.

The syntax of logic programs over an equational theory $E$ coincides with that of ordinary LP. Their semantics is defined as a generalization of the semantics of LP so that terms are identified if they are equal in $E$.

Example 7 We demonstrate logic programs with equality by a logic program processing finite sets. Finite sets are a typical example of complex values handled in databases.

We represent finite sets by ground terms as follows: (i) the constant $\{}$ denotes the empty set, (ii) if $s$ represents a set and $t$ is a ground term then $\{ t \mid s \}$ represents the set $\{ t \} \cup s$ (where $\{ t \}$ and $s$ need not be disjoint). However the equality on sets is defined not as identity of terms but as equality in the equational theory in which terms are considered to be equal if and only if they represent equal sets (we omit the axiomatization of this theory).

Consider a very simple program that checks whether two given sets have a non-empty intersection. This program consists of one fact

$$\text{non_empty_intersection}(\{ X \mid Y_1 \}, \{ X \mid Y_2 \}) \iff .$$

For example, to check that the sets $\{1, 3, 5\}$ and $\{4, 1, 7\}$ have a common member, we ask the query $\text{non_empty_intersection}(\{1, 3, 5\}, \{4, 1, 7\})$. The answer will be positive. Indeed, the following system of equations

$$\{ X \mid Y_1 \} = \{1, 3, 5\}, \{ X \mid Y_2 \} = \{4, 1, 7\}$$

has solutions in the equational theory of sets, for example $X = 1, Y_1 = \{3, 5\}, Y_2 = \{7, 4, 1\}$.

Note that if we represent sets by lists in plain LP without equality, any encoding of $\text{non_empty_intersection}$ will require recursion.

The complexity of logic programs over $E$ depends on the complexity of solving systems of term equations in $E$.

Theorem 8.1 ([96, 11, 17, 86]) Let $E$ be an equational theory defining a function symbol $\cdot$ in $\mathcal{L}$ as an associative symbol ($E$ contains all logical consequences of $x \cdot (y \cdot z) = (x \cdot y) \cdot z$ and no other equations). The following upper and lower bounds on the complexity of the $E$-unification problem hold: (i) this problem is in 3-NEXPTIME, (ii) this problem is NP-hard.

Basically, all algorithms for unification under associativity are based on Makanin’s algorithm for word equations [96]. The 3-NEXPTIME upper bound is obtained in [86].

The following theorem characterizes other popular kinds of equational theories.

Theorem 8.2 ([82, 83]) Let $E$ be an equational theory defining some symbols as AC-symbols or ACI-symbols or AC1-symbol or AC11-symbols (there can be one or more of these kinds of symbols). The theory $E$ is assumed to contain no other equations. Then the $E$-unification problem is NP-complete.

8.3. Complexity of non-recursive logic programming with equality

In the case of ordinary unification, there is a simple way to reduce solvability of finite systems of equations to solvability of single equations. However, these two kinds of solvability are not equivalent for some theories: there exists an equational theory $E$ such that the solvability problem for one equation is decidable, while solvability for systems is undecidable [106].

Simultaneous $E$-unification determines decidability of non-recursive LP over $E$.

Theorem 8.3 ([38]) Let $E$ be an equational theory. Non-recursive LP over $E$ is decidable if and only if the problem of simultaneous $E$-unification is decidable.
An equational theory $E$ is called \textbf{NP}-solvable if the problem of solvability of equation systems in $E$ is in NP. For example, the equational theory of finite sets mentioned above, the equational theory of bags (i.e. finite multisets) and the equational theory of trees (containing only equations $t = t$) are NP-solvable [38].

\textbf{Theorem 8.4 ([37, 38])}  \textit{Non-recursive LP over an NP-solvable equational theory $E$ is in NEXPTIME. Moreover, if $E$ is a theory of trees, or bags, or finite sets, or any combination of them, then non-recursive LP over $E$ is also NEXPTIME-complete.}

\section{9. Constraint logic programming}

Informally, constraint logic programming (CLP) extends LP by involving additional conditions on terms. These conditions are expressed by \textit{constraints}, i.e. equations, disequations, inequations etc. over terms. The semantics of such constraints is predefined and does not depend on logic programs.

\textbf{Example 8} We illustrate CLP by the standard example. Suppose that we would like to solve the following puzzle:

$$
\begin{array}{cccc}
S & E & N & D \\
M & O & R & E \\
M & O & N & E & Y \\
\end{array}
$$

All these letters are variables ranging over decimal digits $0, 1, \ldots, 9$. As usual, different letters denote different digits and $S, M \neq 0$. This puzzle can be solved by a constraint logic program over the domain of integers $(\mathbb{Z}, =, \neq, +, \times, 0, 1, \ldots)$. Informally, this program can be written as follows.

\begin{align*}
\text{find}(S, E, N, D, & M, O, R, E, M, O, N, E, Y) \leftarrow \\
& \quad 1 \leq S \leq 9, \ldots, 0 \leq Y \leq 9, \\
& \quad S \neq E, \ldots, R \neq Y, \\
& \quad 1000 \cdot S + 100 \cdot E + 10 \cdot N + D + \\
& \quad 1000 \cdot M + 100 \cdot O + 10 \cdot R + E = \\
& \quad 10000 \cdot M + 1000 \cdot O + 100 \cdot N + 10 \cdot E + Y
\end{align*}

The query \texttt{find}(S, E, N, D, M, O, R, E, M, O, N, E, Y) will be answered by the only solution

$$
\begin{array}{cccc}
+ & 9 & 5 & 6 & 7 \\
1 & 0 & 8 & 5 \\
\end{array}
$$

A \textit{structure} is defined by an interpretation $I$ of a language $\mathcal{L}$ in a nonempty set $D$. For example, we shall consider the structure defined by the standard interpretation of the language consisting of the constant 0, the successor function symbol $s$ and the equality predicate $=$ in the set $\mathbb{N}$ of natural numbers. This structure is denoted by $(\mathbb{N}, =, s, 0)$. Other examples of structures are obtained by replacing $\mathbb{N}$ by the sets $\mathbb{Z}$ (the integers), $\mathbb{Q}$ (the rational numbers), $\mathbb{R}$ (the reals) or $\mathbb{C}$ (the complex numbers).

\textbf{Theorem 9.1 ([35]) \textit{CLP over $(\mathbb{N}, =, s, 0)$ is r.e.-complete. The same holds for any of $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$ and $\mathbb{C}$ instead of $\mathbb{N}$.}}

The proof uses the fact that CLP over $(\mathbb{N}, =, s, 0)$ allows one to define addition and multiplication in terms of successor. Thus, diophantine equations can be expressed in this fragment of CLP.

On the other hand, simpler constraints, namely constraints over ordered infinite domains (of some particular kind), do not increase the complexity of Datalog.

\textbf{Theorem 9.2 ([34]) \textit{CLP over $(\mathbb{Z}, =, <, 0, \pm1, \pm2, \ldots)$ is DEXPTIME-complete. The same holds for any of $\mathbb{Q}$ or $\mathbb{R}$ instead of $\mathbb{Z}$.}}
Decidable fragments of CLP over more complex structures are obtained by restrictions imposed on constraint logic programs. For example, we consider a conservative CLP in which rules satisfy the restriction: all variables occurring in the body occur in the head.

**Theorem 9.3 ([35])** Conservative CLP is DEXPTIME-complete over any of the following structures:

\[(Q, =, \leq, <, +, -, n \cdot x, 0, 1, \ldots), \text{ i.e. linear inequalities over the rational numbers;}
\]

\[(R, =, \leq, <, +, -, n \cdot x, 0, 1, \ldots), \text{ i.e. linear inequalities over the reals;}
\]

\[(R, =, \leq, <, +, -, x, /, x^n, 0, 1, \ldots), \text{ i.e. polynomial inequalities over the reals;}
\]

\[(C, =, +, -, x, /, x^n, 0, 1, \ldots), \text{ i.e. polynomial equations over the complex numbers.}
\]

The proof is based on the known results on the complexity of algorithms for the corresponding algebraic structures [25, 112, 69, 75]. If we allow non-ground queries, DEXPTIME-completeness should be replaced by NEXPTIME-completeness.

### 10. Expressive power of logic programming with complex values

The expressive power of datalog queries is defined in terms of input and output databases, i.e. finite sets of tuples. To extend the notion of expressive power to logic programming with complex values, we have to define what we mean by an input. For example, in the case of plain logic programming, an input may be a finite set of ground terms, i.e. a finite set of trees. In the case of logic programming with sets, an input may be a set whose elements may be sets too and so on.

Various models and languages for dealing with complex values in databases have been proposed. The comparative expressive power of such formalisms is studied, for example, in [1]. This paper introduces a model for restricted combinations of tuples and sets and several corresponding query languages, including the algebraic and logic programming ones. It is proved that all these languages define the same class of queries.

The absolute expressive power of such languages (in terms of complexity classes) is studied for example in [117, 92, 93] which, in particular, show how the expressive power depends on the way of representing complex values. For a natural representation of hereditarily finite sets by graphs, there is a logical query language (called Bounded Set Theory) that captures P. Some other versions of Bounded Set Theory are shown to capture L and NL.

Other interesting results on the expressive power of different forms of LP with constraints can be found e.g. in [33, 81, 18, 126].

Unlike research on the expressive power of datalog, there is no mainstream in research on the expressive power of LP with complex values. The latter research yielded so far a number of ad hoc results and approaches. This can be explained by several reasons. One reason is that different kinds of complex values require different computational models. Another reason is that the same kind of complex values admits many different definitions of the input and output.

Extension of declarative query languages by complex values is one of the main problems of database theory and practice. More research is required to develop unifying paradigms for understanding their expressive power.
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